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Stress-induced destabilization of the DNA double helix (SIDD) is involved in sev-
eral mechanisms by which transcription is regulated. This paper describes a com-
putational method for predicting the locations and extents of destabilization as
functions of DNA sequence and imposed superhelical stress. This method is used to
investigate several transcriptional regulatory events. These include IHF-mediated
activation of gene expression in E. coli, the bimodal control of the initiation of
transcription from the human c-myc gene, and the determination of the minimal
requirements for transcriptional activity in yeast. Collaborations with experimen-
tal groups have established the central role of SIDD in each of these processes.

1 Introduction

Initiation of transcription requires the two strands of the DNA double helix to
transiently separate. This gives the polymerase complex access to the template
bases of the encoding DNA, enabling construction of an RNA molecule hav-
ing the complementary base sequence. So regulation of the initiation of gene
expression requires stringent in vivo control of the locations and occasions of
strand separation events.

The in vivo regulation of DNA strand separation commonly involves in-
teractions with other molecules such as transcription factors, activators, in-
hibitors, and other DNA binding proteins. Several of these regulatory mole-
cules must bind in a single strand-specific manner1 that requires a pre-existing
region of strand separation. The FBP protein, whose binding regulates c-myc
oncogene transcription, is an example of this class.2 However, even in cases
where binding molecules actively participate in opening the DNA duplex, the
site involved may need to be partially or entirely destabilized. One biologi-
cally important way in which the extent of DNA destabilization is regulated is
through superhelical stresses imposed on the duplex.

The partitioning of chromosomal DNA into looped domains allows the
linking numbers of individual domains to be independently regulated. (The
linking number Lk of a domain is the total number of helical turns it con-
tains when its central axis is planar.) When the linking number of a domain
is smaller than the value Lk0 characterizing its unstressed state, a negative
linking difference α = Lk − Lk0 < 0 is imposed, and the domain is said to be
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(negatively) superhelical.

DNA superhelicity is stringently regulated in vivo by enzymatic activity.3 It
also is dynamically modulated during transcription, when the RNA polymerase
pushes a bow wave of positive supercoils ahead of itself, and leaves a wake of
negative supercoils behind.4 In bacteria, the basal superhelicity is rapidly al-
tered in response to environmental changes, including variations of anaerobicity
3 or osmolarity,5 and induction of sporulation.6 This rapidly changes the global
patterns of gene expression.

When the imposed negative superhelicity is sufficient, it can destabilize
the DNA duplex. A threshold stress level must be surpassed before significant
destabilization occurs. Beyond that threshold, duplex destabilization is not
uniformly distributed along the sequence, but rather is highly concentrated at
a relatively small number of positions.7,8,9 Local sites of strand separation, the
most extreme form of duplex destabilization, can be induced by levels of nega-
tive superhelicity well within the physiological range.8 Partial destabilizations
also can occur, in which the the free energy needed to separate the duplex at
a specific site is fractionally decreased by the imposed superhelicity.

Superhelicity globally couples together the conformations of all the base
pairs within a domain. This coupling occurs because strand separation at
any location, by changing the local helical twist, alters the level of torsional
stress throughout the domain and thereby affects the transition behavior of
every other base pair. The resulting behavior of a domain is determined by
a complex interaction between the energetics of the transition, which vary
with base sequence and environmental conditions, and the energetics of the
superhelical deformations. Whether transition occurs at a given site depends
not just on its local properties, such as its thermodynamic stability, but also on
how that transition competes with all other transitions throughout the domain.
Small changes in base sequence at one position can affect the probability of
transition of sites thousands of base pairs away. Opening of one location can
be coupled to the reversion back to B-form of remote opened sites.10

1.1 DNA Superhelicity Regulates Transcription

DNA superhelicity exerts a wide variety of effects on gene expression. The
abundances of many E. coli proteins vary significantly with superhelicity.11

The level of superhelicity at which transcription is optimized varies signifi-
cantly from gene to gene. For example, although transcription from the ampR,
tetR and rep genes of pBR322 all are enhanced by superhelicity, each is op-
timized at a different level of supercoiling.12 In a more complex interaction,
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the ilvPG promoter is activated by integration host factor (IHF) binding, but
only when the DNA is negatively supercoiled.13 Conversely, negative superhe-
licity inhibits expression of GyrA, the A subunit of the gyrase protein that
negatively supercoils DNA. This arrangement provides a mechanism for the
homeostatic control of supercoiling.14 The sensitivities of specific promoters to
superhelicity enables the rapid changes of superhelicity that are induced in
prokaryotes by alterations of environmental factors to quickly alter the global
expression pattern of the entire chromosome.

One potentially important way in which changes of substrate superhelicity
can alter transcriptional initiation rates is by affecting the energetics of open
complex formation within the promoter. Processes that destabilize this open-
ing site may increase transcription rates, while processes that stabilize it may
decrease transcription rates.15,16 These effects may either occur directly, or be
modulated through the activities of transcription factors or other DNA bind-
ing proteins. The global coupling induced by superhelicity enables structural
transitions occurring at one position within a domain to influence the confor-
mations at other sites, and thereby exert regulatory effects over long distances.
Examples include enhancers and silencers, which regulate gene expression in
a distance- and orientation-independent manner, even at kilobase separations
from the promoters they influence. Such processes enable a single regulatory
region to simultaneously affect the activities of multiple promoters.

The essential role that local stress-induced duplex destabilization (SIDD)
plays in transcription is emphasized by recent work defining the minimal tran-
scriptionally active system in yeast.17 There it was shown that transcription
from the yeast Cup1 gene required only RNA polymerase and negative super-
helicity - no other factors or molecules were necessary. Because the Cup1 gene
is thought to be archaic, this suggests that primordial transcription originally
may not have required ancillary molecules. These may have evolved later to
exert more sophisticated levels of both positive and negative control.

2 The Computational Analysis of Superhelical Destabilization

At thermodynamic equilibrium a population of identical molecules is distrib-
uted among its available states, with the fractional occupancies of states de-
creasing exponentially as their free energies increase. Indexing the states by i
and denoting the free energy of state i by Gi, the fractional occupancy of state
i at equilibrium is

pi =
e(−Gi/RT )

Z
, (1)
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where R is the gas constant and T is the absolute temperature. (For sim-
plicity, all states are denoted here as though they are discrete in character.
For parameters that vary continuously it is understood that relevant summa-
tions actually involve integrals.) As these probabilities must sum to unity, the
normalizing factor Z - also called the partition function - is

Z =
∑

i

exp(−Gi/RT ) .

From these expressions the ensemble average value of any parameter at equi-
librium may be calculated.

In our situation a linking difference α is imposed on a DNA molecule con-
taining N base pairs of specified sequence. This topological condition can
be accommodated by many combinations of structural deformations and con-
formational transitions. Here we model α as being partitioned among three
factors. We designate the states of strand separation by defining N binary
variables nj , j = 1, ..., N with nj = 1 when base pair j is separated and
nj = 0 otherwise. A specific state of base pairing is identified by specifying
the values of all these nj ’s. The total number of open base pairs in this state
is n =

∑
nj , and they occur in r runs. This transition decreases the total

twist of the domain by n/A turns, where A = 10.4 base pairs per turn is the
helicity of unstressed B-form DNA.18 Torsional stresses will remain unless n
has the precise value n = −αA that exactly relaxes the domain. Because sin-
gle strands of DNA are much more flexible than is the B-form duplex,19 the
separated strands in a denatured region will tend to twist around each other in
response to these stresses. We denote the total twist of the denatured regions
by T . Finally, the residual linking difference αr is the component of α that
is not accommodated by either of the above two deformations. (We need not
decompose αr further since the free energy associated to it is known from ex-
periments.) The superhelical constraint couples these three deformations via
the conservation equation

α = − n

A
+ T + αr = constant.

The free energy associated to a state contains contributions from each of
these three factors. The free energy Gs needed to separate n base pairs in r
runs is

Gs = ar +
N∑

j=1

bjnj

The values of bj, 1 ≤ j ≤ N , are the energies needed to denature the base pair
at each position j. This energy depends on the identity of the base pair itself,
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and on the identities of its neighbors. It is the sequence dependence of this en-
ergy that causes destabilization patterns to be non-uniform. Both the entropic
and enthalpic components of bj have been measured to high accuracy for all
ten types of neighbor base pairs under a range of environmental conditions.20

Also, a is the free energy required to initiate a run of separation; a has been
measured experimentally to lie between 10 and 12 kcal/mol, depending on
environmental conditions.9,21,22

The total twist T associated with the separated regions is

T =
N∑

j=1

njτj

2π
,

where τj is the local helicity (radians per base pair length) at each separated
position j. A Hooke’s Law free energy is associated to this deformation

Gt =
C

2

N∑
j=1

njτ
2
j .

The effective torsional stiffness C associated with this deformation has been
measured experimentally.9,22

Lastly, the free energy Gr associated with residual linking αr has been
determined experimentally to be quadratic in αr to high accuracy23:

Gr =
Kα2

r

2
=

K

2

(
α +

n

A
− T

)2

;

K has been measured at various temperatures and ionic strengths.9,22,24,25

The total free energy associated to a state is the sum of these three con-
tributions:

G =
C

2

N∑
j=1

njτ
2
j +

K

2


α +

n

A
−

N∑
j=1

njτj

2π




2

+
N∑

j=1

{
(a + bj)nj − anjnj+1

}
.

Because the free energies associated with each type of deformation have been
experimentally determined, often using several different techniques under a
range of conditions, there are no free parameters in any of the analyses
reported below.

The partition function Z governing this system is: 26

Z =
1∑

n1=0

· · ·
1∑

nN=0


Q(n) exp


−β

N∑
j=1

{
(a + bj)nj − anjnj+1

}



 , (2)
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where

Q(n) =
({

2π

βC

}n 4π2C

4π2C + Kn

)1/2

exp
[
−2π2βCK

4π2C + Kn

(
α +

n

A

)2
]

.

Three theoretical techniques have been developed by this research group to
analyze superhelically driven structural transitions in DNA - an exact method,26

a Monte Carlo sampling method,27 and an approximate method.9,28 The most
flexible and efficient of these is a new generalization of the approximate method.

Here the discrete states of strand separation are ordered according to the
size of their contributions to the partition function, largest to smallest. This
is equivalent to ordering them by energy, smallest to largest. The state hav-
ing minimum free energy Gmin is determined, then an energy threshold θ is
specified, and all states i are found whose free energies exceed Gmin by no
more than this threshold amount. An approximate partition function Zcal is
computed from this collection of low energy states to be

Zcal =
∑

i|G(i)−Gmin<θ

e−G(i)/RT .

Approximate ensemble average (i.e. equilibrium) values are computed for all
parameters of interest.

Although high-energy states are individually exponentially less populated
than low energy states at equilibrium, they are so numerous that their cumula-
tive contribution to the equilibrium still may be significant. So the next step is
to estimate the aggregate influence of the states that do not satisfy the thresh-
old condition. Originally this was done by a density of states procedure.9,28

Now the exact method is used to evaluate precisely how the accuracy of these
approximate calculations depends on the value of the threshold θ.26

This approximate method scales approximately quadratically with mole-
cular length, although the details of the base sequence can exert important
modulating effects. There is no simple scaling law with imposed superhelicity
α. When α is either slightly negative or very negative the number of states sat-
isfying a threshold condition can be relatively small. But in the intermediate
range it can be much larger, resulting in a slower calculation. In practice, high
accuracy is achieved using moderate values of θ (viz. more than four signifi-
cant digits of accuracy in all parameters when θ = 12 kcal/mol. at T = 310K).
The calculations implementing the approximate method are reasonably effi-
cient, often requiring less than 5 CPU minutes to analyze a 5kb sequence on
an R10000 processor at physiological superhelicities. This efficiency makes the
approximate method the technique of choice under most circumstances.
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The biologically most important information involves the locations of ei-
ther separated or destabilized sites, and the extents of their disruptions. For
the first, we calculate the ensemble average probability p(x) of separation of
the base pair at each position x along the sequence. The graph of p(x) vs
x, called the transition profile, displays the regions of the sequence that have
significant probabilities of opening. (Figure 2 below shows how the transi-
tion probabilities of a region in the c-myc gene regulatory element vary with
superhelicity.)

A more sensitive measure of destabilization is given by the incremental free
energy G(x) needed to separate the base pair at position x10,29. This quantity
is calculated as

G(x) = Ḡ(x) − Ḡ,

where Ḡ is the ensemble average value of the free energy G, and Ḡ(x) is the
average of that parameter over all states in which the base pair at position x
is denatured. A value of G(x) near or below zero indicates an essentially com-
pletely destabilized base pair, while positive values of G(x) occur for base pairs
where incremental free energy is needed to assure separation. Regions of par-
tial destabilization are indicated by intermediate G(x) values. Stress-induced
duplex destabilization (SIDD) profiles, plots of G(x) vs x, show regions of the
sequence where superhelical stresses destabilize the duplex. Destabilization
is usually confined to discrete sites, while most of the sequence experiences
essentially no destabilization.

SIDD profiles are more informative than transition profiles because they
also depict sites where the amount of free energy needed to induce separation
is fractionally decreased. This will be important when duplex opening occurs
by processes that can provide sufficient free energy to cause local separation
only if the DNA site involved already is marginally destabilized. Such regions
could be biologically important as sites which stresses render vulnerable to
opening by enzymatic or other processes.

2.1 Tests of Accuracy Against Experimental Measurements

Superhelical DNA may be experimentally probed for unpaired regions using
small molecules, including KMnO4. Alternatively, DNA may be treated with
single strand-specific endonucleases, enzymes that cut single stranded DNA
but not the double helix. Following nuclease digestion the sites of enzymatic
cleavage can be found by sequencing. Both small molecules and nucleases are
used to probe for unpaired regions in vivo.30,31

Sample calculations have been performed on several DNA molecules for
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which experimental data on the locations and extents of superhelical denatu-
ration are available.9 In all cases the results of these calculations are in precise
quantitative agreement with experimental measurements. The sites of sepa-
ration were exactly predicted, and the calculated amounts of opening at each
site agreed precisely with experimental measurements. The linking differences
predicted to drive specific amounts of separation are within one turn of their
observed values over the whole range of superhelicities where experiments were
performed. This reflects the limit of accuracy with which extents of transition
can be experimentally measured. And most importantly, the major changes in
the locations of separated regions that result from minor sequence alterations
were precisely predicted. This high accuracy has been achieved - without free
parameters - in the analysis of every superhelical DNA molecule for which
experimental data has become available, both in vitro and in vivo.2,9,10,26,30

These results show that this investigator’s analytic methods produce quan-
titatively accurate predictions of even the fine details of the strand separation
transition in superhelical DNA molecules. This justifies their use to pre-
dict the superhelical destabilization behavior of other molecules, on which
experiments have not been performed. These calculations assume a linking
difference that correspond to a moderate physiological superhelix density of
σ = ∆Lk/Lko = −0.055.

3 SIDD in Transcriptional Regulation

I. IHF-Mediated Gene Activation in Bacteria The ilvPG promoter of E.
coli is activated by the binding of integration host factor (IHF) at a position 100
bp upstream from the transcription start site. This binding-induced activation
only occurs when the DNA is negatively superhelical, not when it is relaxed.
SIDD analysis of an experimental plasmid used to investigate this regulation
showed that negative superhelicity strongly destabilizes the DNA duplex at
the IHF binding site, as shown in Figure 1. This suggests that destabilization
might be involved in the mechanism of superhelically induced IHF activation.
It was proposed that IHF binding forces this region back into B-form, which
transfers the superhelical destabilization to the next most easily destabilized
site, located in the -10 region of the promoter, thus enhancing the rate of
transcriptional initiation.

This mechanism for activation by the transmission of stress-induced desta-
bilization was quickly experimentally proven.32,33 In the absence of IHF, KMnO4
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binding showed the predicted SIDD site to be open and the -10 region of the
promoter to be closed in superhelical plasmids. In the presence of IHF the
situation was reversed: the SIDD site at the IHF binding position was closed,
and the promoter was open.

Figure 1: The SIDD profile of the upstream regulatory region of the ilvPG promoter is
shown. The IHF binding site is indicated by a bar, and the transcription start site is shown

by an arrow. Transcription proceeds to the right.

A computational search is being performed to find all E. coli ORFs with
the attributes needed to be regulated in the same manner. All locations in
the E. coli genome are found where a strong SIDD site coincides with a strong
IHF binding site, and is located in a non-coding region upstream from an ORF.
Our preliminary analysis has found 125 ORFs with this arrangement. These
predictions are being tested using expression arrays. This is the first strategy
to investigate a global genomic regulatory mechanism.

II. Regulation of the c-myc Oncogene The protein encoded by the c-
myc gene is involved in cell growth, proliferation, differentiation and apoptosis.
Its cellular abundance is regulated primarily at the transcriptional level, so
dysregulation of the c-myc gene causes a variety of problems. Stable four-fold
over-expression is oncogenic.34 Indeed, even a transient pulse of high expression
induces tumor growth and genomic instability.35 Conversely, a decrease in c-
myc expression to half its basal level prolongs the cell cycle.36 So proper control
of cell division requires that c-myc transcription be maintained within strict
limits.
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KMnO4 binding shows the presence in vivo of a denatured site in the up-
stream control region of the c-myc oncogene.31 The location of this so-called
FUSE element exactly coincides with the strongest SIDD site in the 5’ up-
stream flank of this gene, as shown in Figure 2. This site has a complex
pattern of opening. As the negative superhelicity becomes more extreme, the
first site to open is the downstream, promoter-proximal part of FUSE. After
this opening is essentially complete, further superhelicity drives the opening of
the promoter-distal region. So the strand opening of the FUSE element occurs
in a bipartite manner.

A G A A T G T T T T T T G T T T T T C A T G C C G T G G A A T A A C A C A A A A T A A A A A A T C C C G A G G G A A T A T A C A T T A T A T A T T A A A T A T A G A T C A T T T C A G G G A G C A A A C A A A T C A T G T G
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Melting of FUSE by Torsional Strain

Figure 2: The transition probabilities of the region containing the FUSE element upstream
of the c-myc gene are shown as a function of superhelicity. The early melting portion which
binds to the activating domain of FBP is th the right, and the late melting portion which

binds to the repressor domain of FBP is to the left.

Subsequent experiments have shown that the initiation of transcription
from the c-myc oncogene is regulated by binding of the FBP protein to the
single stranded FUSE element. FBP has both an activator domain and a
repressor domain. These exert their respective effects on transcription when
they bind to distinct but contiguous sites within the FUSE element. (The
repressor domain is dominant: When both domains are bound the effect is
repression.) The sites where the activator and repressor domains bind are
precisely the early-opening and late-opening portions of FUSE, respectively.
In each case binding requires the site involved to be single stranded. In this way
both activation and repression of c-myc transcription by FBP are regulated by
superhelical destabilization.2

III. Minimum Requirements for Transcription This investigator has
collaborated with David Clark to characterize the minimal system required
for the initiation of transcription from the pCUP1 promoter of yeast.17 We

Pacific Symposium on Biocomputing 6:103-114 (2001) 



found that the only requirements were RNA polymerase and a substrate DNA
that was sufficiently negatively supercoiled to permit destabilization near the
promoter. Perhaps surprisingly, no other molecules were required for activ-
ity. Indeed, the site of destabilization need not precisely coincide with the
transcription start site. Apparently the polymerase can use any destabilized
location to enter the duplex. Once in, it can find the correct start position by
a random search.

4 Discussion

The work reported here shows that SIDD calculations provide highly precise
predictions of the locations of stress-destabilized sites in DNA sequences that
can illuminate a variety of transcriptional regulatory processes. Although the
conditions assumed in these calculations are much simpler than those prevailing
in vivo, the sites of predicted destabilization agree precisely with the actual in
vivo strand separation behavior in all cases examined to date. As shown in the
case of c-myc regulation, even the fine details of strand opening that govern
both its transcriptional activation and repression are accurately predicted.

These results demonstrate that structural properties of DNA, and specif-
ically stress-regulated destabilization, are essential participants in the mecha-
nisms by which specific transcriptional events are controlled. The calculation
of SIDD profiles also is providing crucial new insights into the modes of activity
of several other regulatory mechanisms, in addition to those described here.
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