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Abstract

We consider the problem of similarity searches on protein databases based
on both sequence and structure information simultaneously. Our program ex-
tracts feature vectors from both the sequence and structure components of the
proteins. These feature vectors are then combined and indexed using a novel
multi-dimensional index structure. For a given query, we employ this index struc-
ture to find candidate matches from the database. We develop a new method for
computing the statistical significance of these candidates. The candidates with
high significance are then aligned to the query protein using the Smith-Waterman
technique to find the optimal alignment. The experimental results show that
our method can classify up to 97 % of the superfamilies and up to 100 % of
the classes correctly according to the SCOP classification. Our method is up
to 37 times faster than CTSS, a recent structure search technique, combined with
Smith-Waterman technique for sequences.

1 Introduction
The industrialization of molecular biology research has resulted in an explosion

of bioinformatics data (DNA and protein sequences, protein structures, gene expres-
sion data and genome pathways). Each of these data present a different type of in-
formation about the functions of the genes and the interactions between them. Most
of the earlier work focuses on only one type of data since each type of data has a
different representation and the means of similarity varies for each data type. Com-
bined learning from multiple types of data will help biologists achieve more precise
results for several reasons: a) The probability of having false positive results due to
errors in data generation decreases since it is less likely for the same error to appear
in all the datasets. b) More than one aspect of the biological objects can be captured
simultaneously.
1.1 Problem definition

In this paper, we consider the problem of joint similarity searches on protein
sequences and structures. A protein is represented as an ordered list of amino acids,
where each amino acid has a sequence and a structure component (the terms amino
�
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acid and residue are used interchangeably). The sequence component of an amino
acid is its residue name indicated by a one letter code from a 20 letter alphabet. The
structure component consists of the Secondary Structure Element (SSE) type of that
residue ( � -helix, � -sheet, or turn), and a 3-D vector which shows the position of its
carbon-alpha ( ��� ) atom.

1.2 Related work

It has been one of the most important goals in molecular biology to elucidate the
relationship among sequence, structure and function of proteins 	�
 �
 � . A handful of al-
gorithms and tools have been developed to analyze sequence and structure similarities
between the proteins. These methods are usually focused on either sequence (Smith-
Waterman (SW) � , BLASTP ��
 � , PSI-BLAST � ) or structure information (VAST � ,
DALI � , CE 	�� , PSI 	�	 , CTSS 	�� ) for finding similarities between different proteins.

On the other hand, a few tools have been developed for providing integrated en-
vironments for analyzing the sequence and structure information together. Protein
Analyst 	�� , 3DinSight 	�� , and the integrated tools by Huang et al. 	�� are among those
tools. They provide a combination of separate (but cooperating) programs for inte-
gration of sequence and structure analysis under a single working environment. The
components of these systems are usually run one after another, with one’s results be-
ing the input to the other. Although these tools provide integration of multiple types
of data, they perform search on only one type of data at a time. We believe that in-
tegration of multiple data sources at indexing and search level would provide more
precise and efficient tools.

1.3 An overview of our method

We extract a number of feature vectors on sequence and structure components
of each protein in the database by sliding a window. Each feature vector maps to a
point in a multi-dimensional space. Thus, a protein is represented by a number of
points. This multi-dimensional space consists of orthogonal dimensions for sequence
and structure. Later, we partition the space with the help of a grid and index these
points using Minimum Bounding Rectangles (MBRs).

Given a query, our search method runs in three phases:
Phase 1 (index search): Feature vectors (i.e., points) are extracted from the query

protein. For each of these query points, all the database points that are within ��� and
��� distance along the sequence and the structure dimensions are found using the index
structure. Each such point casts a vote for the protein to which it belongs as in geo-
metric hashing 	�� .

Phase 2 (statistical significance): For each database protein, a statistical signifi-
cance value is computed based on the votes it obtained in Phase 1 and its length.

Phase 3 (post-processing): The top � proteins of highest significance are selected,
where � is a predefined cutoff. The optimal pairwise alignment of these � proteins to
the query protein are then computed using the SW technique. Finally, the � � atom of



the matching residues are super-positioned using the least-squares method by Arun et
al. 	�� to find the optimal RMSD (Root Mean Square Distance).

We name our method ProGreSS (Protein Grep by Sequence and Structure) since
it enables queries based on sequence and structure simultaneously.

The rest of the paper is organized as follows. Section 2 discusses our index
structure for proteins. Section 3 explains our search algorithm. Section 4 presents the
experimental results. We end with a brief discussion in Section 5.

2 Feature vectors and index construction
In this section, we develop new methods to extract features for protein structures

and sequences. Feature vectors for structures are computed as the curvature and tor-
sion values of the residues in a sliding window. Curvature and torsion values provide
a necessary and sufficient condition for the isomorphism of two space curves 	�� . For
a detailed explanation of how curvature and torsion are computed, refer to CTSS 	�� .
Feature vectors for sequences are computed using a sliding window and a score ma-
trix that defines the similarity between all the amino acids. We also propose a novel
index structure to provide efficient access to these features.
2.1 Feature vectors for structure

We slide a window of a prespecified size, ! , on the proteins (i.e., each positioning
of the window contains ! consecutive residues). We will discuss the choice of ! later.
Figure 1(a) depicts two positionings of the window. For a given window, the curvature
and torsion values for each residue in that window is computed. The resulting vector
contains 2 ! values since two values are stored per residue in the window. This vector
maps to a point in a 2 ! -dimensional space. Having a large number of dimensions
increases the cost for computing the similarity 	�� and the cost for storing the vectors.
Therefore, we reduce the number of dimensions to a smaller number, "#� , using the
Haar wavelet transformation, at the cost of reduced precision (see 	�� for details on
Haar transformation). We use " � = 2 in our experiments. The transformed vector is
normalized to $ 0,1 %'&)( space. Along with each feature vector, we also store the SSE
types of the residues.

As ! increases, the feature vector contains information about the correlation be-
tween larger number of residues. Thus the similarity between two feature vectors
implies longer matches. On the other hand, very large values for ! may cause false
dismissals since shorter matches may be discarded due to their neighboring residues.
We set ! = 3 for our experiments.
2.2 Feature vectors for sequence

The similarity between two amino acids of protein sequences is usually defined
using score matrices (e.g., PAM and BLOSUM). A score matrix consists of 20 rows
and columns; one for each amino acid. The entries of a score matrix denote the score
for aligning a pair of residues. If two amino acids are similar, then the score for that
pair is large, otherwise it is small.



Given a score matrix * , we call each row of * the score vector of the amino
acid corresponding to that row. Thus, each entry of this vector shows the similarity
of that amino acid to one of the 20 possible amino acids. We define the distance
between two amino acids as the Euclidean distance between their score vectors. This
is justified, because if the score of aligning two amino acids + and , is high in a score
matrix, then they are similar. Therefore, if + is similar (or dissimilar) to another amino
acid - , then , is also similar (or dissimilar) to - .

Similar to protein structures, we extract feature vectors for protein sequences by
sliding a window of length ! (see Figure 1(b) for ! = 3). Each positioning of the
window contains ! amino acids. We append the score vectors of these amino acids
in the same order as they appear in the window to obtain a vector of size 20 ! . This
vector maps to a point in 20 ! -dimensional space. Since the number of dimensions
is too large for efficient indexing even for small values of ! , we reduce the number
of dimensions to a smaller number, " � , using Haar wavelets. Similar to the structure
component, we recommend ".� = 2 for optimal quality/time trade-off. The resulting
vector is then normalized to $ 0,1%/&�0 space. We again choose ! = 3.

2.3 Indexing feature vectors

So far we have discussed how to extract feature vectors for structure and sequence
components of the proteins separately. In this section, we will discuss how to build
an index structure on these feature vectors.

In order to search the protein database based on both sequence and structure, we
need to combine the feature vectors for these two components. Since the same win-
dow size is used for both the components, every positioning of the window produces
one "1� -dimensional feature vector for its structure component and one " � -dimensional
feature vector for its sequence component. We append these two vectors to obtain a
single ( " � + "2� )-dimensional vector. The resulting vector is called the combined fea-
ture vector. Since the entries of each of the feature vectors are normalized to the $ 0,1%
interval, the combined feature vector resides in a $ 0,1%3& (34 & 0 search space.

The index structure is built by first partitioning the search space into 5 equal
pieces along each dimension. The resulting grid contains 56& (34 & 0 cells of length 798:5
along each dimension. We will discuss the choice of 5 in Section 3.1. Once the
space is partitioned, a window of length ! is slid on each protein in the database. For
each positioning of the window, the combined feature vector is computed. Each such
vector maps to a point ; in one of the cells of the grid. For each such point, we check
whether that cell is empty. If it is empty, we construct an MBR that contains only
; . Otherwise, we find the MBR < in that cell whose volume becomes the smallest
after extending it to contain ; . If the volume of < , after its expansion, is less than a
precomputed volume threshold, = , then we extend < and insert ; into < , otherwise
we create a new MBR that covers only ; . = affects only the performance, not the
quality of the search. We chose = = (1/2 5 ) &)( 4 &�0 experimentally. Figure 2 presents
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Figure 1: Feature vectors for (a) protein
structure, and (b) protein sequence.
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Figure 2: Algorithm for building the index structure.

the algorithm that constructs the index structure. Figure 3 depicts a layout of a 2-D
search space and the MBRs built on the data points for 5 = 4. Here, "2�_^`" � = 1.

3 Query method
Given a query acbOde��fde� � d�gih , where b is a query protein, ���kjl$ mnd�7% and � � j

$ m.d�7�% are the distance thresholds for sequence and structure respectively, and g is the
boolean value regarding the use of SSE information, our search algorithm runs in
three phases: 1) index search, 2) statistical significance computation, and 3) post-
processing. In this section, we will discuss each of these phases. We will assume that
the index structure is built using a user specified score matrix for sequence (e.g., PAM
or BLOSUM), and ! for the window size.
3.1 Index search

Each residue of the query protein b consists of a sequence component and a
structure component. We extract combined feature vectors from b by sliding a win-
dow of length ! on it. Each of these combined feature vectors defines a query point in
the search space. Figure 4 shows a sample query point in a 2-D search space, where
the horizontal axis is the structure dimension and the vertical axis is the sequence di-
mension. In this figure, the search space is split into 16 cells numbered from 0 to 15.
The query point falls into cell 10. We want to find the database points that are within
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Figure 3: A layout of the MBRs and data points
on the search space for o = 4 in 2-D.
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Figure 4: A sample query point and its query
box for o = 4 in 2-D.

an ��� distance along the structure dimensions and � � distance along the sequence di-
mensions from the query point. In Figure 4, we are interested in the points in the
shaded region. Note that if g = true, then we only consider the database points that
have the same SSE type as the query point.

For each query point, we construct a query box by extending it by �� and by � �
in both directions along the structure and the sequence dimensions respectively (see
Figure 4). Next, we find the cells in the search space that overlap the query box. If a
cell does not overlap the given query box, then it is guaranteed that it does not contain
any database points that are in the query box. A cell can overlap a query box in two
ways: 1) it is contained in the query box (e.g., cell 10 in Figure 4), or 2) it partially
overlaps the query box (e.g., cells 5, 6, 7, 9, 11, 13, 14, and 15 in Figure 4).
1) If a cell is contained in the query box, all the points in that cell are guaranteed to
overlap the query box. Therefore, we increment the vote to the database proteins that
contains a data point in that cell for each such data point (if g = true, then the vote is
added only for the points that have the same SSE type as the query point).
2) If a cell partially overlaps the query box, then we check all the MBRs in that cell.
If an MBR is contained in the query box (e.g., the MBR in cell 10), each point in that
MBR contributes a vote. If an MBR partially overlaps the query box (e.g., the MBR
in cell 15), then we find the points in that MBR that are in the query box to find the
votes. If an MBR does not overlap the query box (e.g., the MBR in cell 6), we ignore
all the points in that MBR. This method is more precise than geometric hashing 	�� ,
because for a given query point it inspects the neighboring cells in addition to the cell
into which that query point falls.

The number of partitions 5 in the search space affects the run time of the index
search. As 5 decreases, each cell contains more MBRs. Therefore, if a query box
partially overlaps a cell, then more MBRs need to be tested for intersection with the



query box, thus increasing the search time. On the other hand, having too many par-
titions have two disadvantages: 1) most of the cells will be sparse or empty incurring
space cost. 2) the volume of the boxes will be very small since each cell will get
smaller. This increases the total number of MBRs, and hence the number of MBRs
for intersection test. From our experiments we recommend 5 = 10 for optimal results.
3.2 Statistical significance computation

Once the index structure is searched, we obtain a number of votes for each protein
in the database. The total number of votes for a protein + shows the number of
query points that are close to + ’s points. We define the p-value of a match as the
unexpectedness of that result. Smaller p-values imply better matches.
Definition 1 Given a protein + with p points in the index structure and q votes for a
given query, the p-value of + for that query is defined as the probability of having at
least q votes for a randomly generated protein with p points in the search space.

Next, we discuss the computation of p-values. Consider a protein in the database
that is represented in the search space using p points ( p = length of protein – window
size + 1). Let the protein receive q votes for a given query. Let r be a random variable
representing the number of query boxes that overlap with a randomly selected point
in the search space. Let sut and vR�t be the mean and the variance of r . The total
number of query boxes that overlap with p randomly selected points can be computed
as rxwx^yr{z|r}z�~�~�~�z|r (exactly pNr s). Since r s are independent and identically
distributed random variables, using Central Limit Theorem, one can show that rJw is
normally distributed with mean s t�� ^�p�~:s t and variance vR�t � ^�p�~�vi�t . Thus,
if sRt and vi�t are known, one can compute the distribution of r�w using a normal
distribution. Since the protein has q votes, its p-value can be computed as �x�'rJw���q2� .

The computation of p-values requires the values of s t and v �t . The distribution
of r depends on the distribution of query points, and the distance thresholds � � and
��� . We compute the values of sut and vi�t by generating a large number of random
points in the search space and counting the number of query boxes that it overlaps. In
our experiments, we generate 10,000 random points for this estimation.
3.3 Post-processing

After the statistical significances of all the proteins are computed, top � proteins
with the highest significance are selected as candidates for post-processing, where �
is a predefined cutoff. The purpose of post-processing is to find the optimal alignment
between the query protein and the most promising proteins. Let � be the query pro-
tein. For every protein + in the candidate set, post-processing runs in two steps:

Step 1: We build a � +U����� �.� score matrix, * str, for structure component, where
� +U� and � �.� are the number of residues in + and � , as follows: For each residue in +
and � , we construct a 2-D vector as its curvature and torsion. Each entry of * str
is then computed as the negative of the Euclidean distance between the a curvature,
torsion h -vector of the corresponding residues. For the sequence component, we cre-



ate another � +U�n��� �.� score matrix, * seq, such that �6�)d�� the entry * seq $ �)d��[% is equal

to the score of aligning the � th letter of + with the � th letter of � in the underlying
score matrix (e.g., BLOSUM62). The matrices * seq and * str are normalized and a
combined score matrix * com = ��7_��� � ��~)* str + ��7_���)���i~�* seq is computed. Here,
the weights ��7M������� and ��7���� � � represent the importance that the user gives to each
of the components. The optimal alignment between + and � is then found by running
the Smith-Waterman dynamic programming using * com.

Step 2: The alignment obtained in Step 1 defines a one-to-one mapping between
a subset of residues of + and � , and is optimal with respect to * com. Finally, we find
the 3-D rotation and translation of + that gives the minimum RMSD to � by using a
least-squares fitting method 	�� .
4 Experimental evaluation

We used single domain chains in our experiments. We downloaded all the protein
chains in PDB (http://www.rcsb.org/pdb) that contain only one domain ac-
cording to VAST � and SCOP �e� classifications. We only considered proteins that are
members of one of the following SCOP classes: all � , all � , � + � and � / � . We iden-
tified the superfamilies (according to SCOP classification) that have at least 10 repre-
sentatives in this dataset. There are 181 such superfamilies. We created a database �
of size 1810 proteins by including 10 proteins from each of these superfamilies. We
formed a query set, �O� , by choosing a random chain from each of the 181 superfam-
ilies in � . � � is large enough to sample � since it contains one protein from each
superfamily. We ran a number of experiments on these sets to test the quality and the
performance of ProGreSS. The tests were run on a computer with two AMD Athlon
MP 1600+ processors with 2 GB of RAM, running Linux 2.4.19.

In the rest of this section, we use ! for the window size, � for the cutoff, ��
and � � for the structure and sequence distance thresholds, g for the SSE type match
choice, and 5 for the number of partitions. We employ the BLOSUM62 score matrix
for sequences in all of our experiments. The number of dimensions "n� and " � for
sequence and structure are both set to 2.
4.1 Quality test

Our first experiment set inspects the effect of various indexing and search param-
eters on the quality of our index search results. We classify a given query protein into
one of the superfamilies and classes using the � best seeds as follows. The logarithms
of the p-values of the matches in top � results in each superfamily are accumulated.
The query protein is classified into the superfamily that has the largest magnitude of
this sum. We use the same technique to classify the query protein to one of the four
SCOP classes: all � , all � , � + � and � / � . Since the queries are selected from the
database, in order to be fair, we do not take into account the query protein itself if it
is among the top � results. We will only report the results for g = true, since it usually
produced slightly better results than g = false.
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old when ��� = ��� .
Figure 5 shows the percentage of query proteins correctly classified to classes

(CL) and superfamilies (SF) for different values of � , where �� = � � = 0.01 and 0.02,
and ! = 3. In all these experiments, we obtained the best results for � = 2 and 3.
We achieved up to 96 % and 94 % correct classification for classes and superfamilies
respectively. As � increases, our method starts retrieving proteins from other classes
and superfamilies. We set � = 3 for the rest of the experiments.

Figure 6 plots the percentage of correctly classified proteins for varying distance
thresholds when �)� = � � and ! = 3. The purpose of this experiment is to understand
what a good distance threshold should be when sequence and structure have equal
importance. The graph shows that the accuracy of ProGreSS increases when distance
threshold increases from 0.005 to 0.01. At � � = �)� = 0.01, ProGreSS achieves 96 % and
94 % correct classification for classes and superfamilies. As the distance threshold
increases, ProGreSS starts retrieving distant proteins and its accuracy drops.

Figure 7 shows the percentage of correctly classified superfamilies for different
values of ��� when � � is fixed and for different values of � � when ��� is fixed, for ! =
3. This experiment shows the effect of distance threshold for each of the structure
and sequence components separately. When ��� is fixed, as � � decreases, the classi-
fication quality of ProGreSS increases. This implies that our method can find better
results when the distance threshold is small. The highest accuracy obtained is 62 %.
For � � = 1.0 (i.e., when the sequence component is ignored), ProGreSS performs the
worst. This is an important result since it shows that searches based on structure alone
would incur more false positives than the searches based on both sequence and struc-
ture. When �)� is fixed, as � � decreases, ProGreSS classifies more proteins correctly.
In this case, 94 % of the proteins are correctly classified into their superfamilies. Our
method performs the worst when � � = 1.0. This result leads to two important conclu-
sions: 1) Searching by sequence information alone is worse than searching based by
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sequence and structure simultaneously. 2) For purposes of classification, our extrac-
tion of feature vectors for sequence is better than those for structure.

Figure 8 plots the effect of window size on the classification quality of ProGreSS.
The best results are achieved at ! = 3. At this window size, ProGreSS can classify
100 % and 97 % of the classes and superfamilies correctly. ProGreSS performs worse
for smaller window sizes since correlations between the consecutive residues are not
reflected to the index structure. As ! becomes larger than 3, ProGreSS starts to miss
some of the good results since shorter local matches are not preserved for large ! .

Finally, Figure 9 compares the accuracy of our technique with CTSS, a recent
algorithm that considers structure alone. We show the number of correct proteins
(those from the same superfamily as the query protein) for different values of � . CTSS
finds 3 out of 10 correct proteins in the first 100 candidates. On the other hand, our
method finds the same number of proteins within the first 4 candidates.
4.2 Performance test

In this experiment set we compare the performance of our method to CTSS. In
order to have fair results, we run CTSS in two phases: 1) the top � candidates are
found using the original CTSS code and each candidate is aligned to the query by
using SW based on its structure score matrix. 2) The optimal sequence alignment of
all the database proteins to the query are determined using SW alignment. For CTSS
and ProGreSS, we choose � = 100 and 4 respectively. This is because the quality of
their candidates are similar for these values of � (see Figure 9). We run queries for all
of the 181 proteins and align only the candidate proteins to each of the query proteins.

Figure 10 shows the average time spent by CTSS and our method. The run times
for CTSS and SW are 38 and 18 seconds respectively. The graph for CTSS+SW is
flat since these methods are independent of 5 . ProGreSS runs faster than CTSS+SW
for all values of 5 . For 5 = 10, ProGreSS runs in only 1.5 seconds (i.e., 37 times faster
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than CTSS+SW). As 5 gets smaller, ProGreSS runs slower. This is because when
a query box partially overlaps a cell, more MBRs are tested for intersection. As 5
becomes larger than 10, the performance of ProGreSS drops since the total number
of MBRs in the index structure increases.

5 Discussion

In this paper, we considered the problem of joint similarity searches on protein
sequences and structures. We proposed a sliding-window–based method to extract
feature vectors on the sequence and structure components of the proteins. Each fea-
ture vector is mapped to a point in a multi-dimensional space. We developed a novel
index structure by partitioning the space with the help of a grid, and clustering these
points using Minimum Bounding Rectangles (MBRs). Our search method finds the
number of feature vectors that are similar to the feature vectors of a given query for
each database protein. We also proposed a new statistical method to compute the
significance of the results found at the index search phase. The results are sorted
according to their significance and the most promising results are aligned using the
Smith-Waterman (SW) method � and the least-squares method by Arun et al. 	�� to find
the optimal alignment.

According to the experimental results on a set of representative query proteins,
ProGreSS classified all of the classes and 97 % of the superfamilies correctly. Our
method ran 37 times faster than CTSS, a recent structure search technique, combined
with the SW technique for sequences.

Combined learning from multiple data sources is an important research problem
since each data provides a correlated yet different type of information about the pro-
tein. ProGreSS provides the user a wide flexibility of search parameters to assign
weights on each of these data types. We believe that, the methods discussed in this



paper are an important step in understanding the functions of proteins better, and will
be widely applicable in the area of proteomics. In the future, we would like to include
other features into our index structure such as expression arrays and pathways.
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