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Prediction problems in biomedical sciences are generally quite difficult, partially due to incomplete knowledge of
how the phenomenon of interest is influenced by the variables and measurements used for prediction, as well as

a lack of consensus regarding the ideal predictor(s) for specific problems. In these situations, a powerful approach
to improving prediction performance is to construct ensembles that combine the outputs of many individual base

predictors, which have been successful for many biomedical prediction tasks. Moreover, selecting a parsimonious

ensemble can be of even greater value for biomedical sciences, where it is not only important to learn an accurate
predictor, but also to interpret what novel knowledge it can provide about the target problem. Ensemble selection is

a promising approach for this task because of its ability to select a collectively predictive subset, often a relatively

small one, of all input base predictors. One of the most well-known algorithms for ensemble selection, CES (Caruana
et al.’s Ensemble Selection), generally performs well in practice, but faces several challenges due to the difficulty of

choosing the right values of its various parameters. Since the choices made for these parameters are usually ad-hoc,

good performance of CES is difficult to guarantee for a variety of problems or datasets. To address these challenges
with CES and other such algorithms, we propose a novel heterogeneous ensemble selection approach based on the

paradigm of reinforcement learning (RL), which offers a more systematic and mathematically sound methodology for

exploring the many possible combinations of base predictors that can be selected into an ensemble. We develop three
RL-based strategies for constructing ensembles and analyze their results on two unbalanced computational genomics

problems, namely the prediction of protein function and splice sites in eukaryotic genomes. We show that the resultant
ensembles are indeed substantially more parsimonious as compared to the full set of base predictors, yet still offer

almost the same classification power, especially for larger datasets. The RL ensembles also yield a better combination

of parsimony and predictive performance as compared to CES.
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1. Introduction

Prediction problems in biomedical sciences, such as protein function prediction,1,2 drug target discovery,3 and

classification of genomic elements4 are generally quite difficult. This is due in part to incomplete knowledge

of how the phenomenon of interest is influenced by the variables and measurements used for prediction, as

well as a lack of consensus regarding the ideal predictor(s) for specific problems. From a data perspective, the

frequent presence of extreme class imbalance, missing values, heterogeneous data sources of different scales,

overlapping feature distributions, and measurement noise further complicate prediction.

In scenarios like these, a powerful approach to improving prediction performance is to construct ensemble

predictors that combine the output of many individual base predictors.5,6 These ensembles have been very

successful in producing accurate predictions for many biomedical prediction tasks.7–13 The success of these

methods is attributed to their ability to reinforce accurate predictions as well as correct errors across many

diverse base predictors.14 Diversity among the base predictors is key to ensemble performance: If there is com-

plete consensus (no diversity), the ensemble does not provide any advantage over any of the base predictors.

Similarly, an ensemble lacking any consensus (highest diversity) is unlikely to produce confident predictions.

Successful ensemble methods strike a balance between diversity and accuracy.15,16 Popular methods like boost-

ing17 and random forest18 generate this diversity by sampling from or assigning weights to training examples.

However, they generally utilize a single type of base predictor, such as decision trees, to build the ensemble.

Such homogeneous ensembles may not be the best choice for problems in biomedical sciences, where the ideal

base prediction method is often unclear due to incomplete knowledge and/or data issues.

A more potent approach in this scenario is to build ensembles from the predictions of a wide variety of

heterogeneous base predictors. Two commonly used heterogeneous ensemble methods are stacking,19,20 and
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ensemble selection.21,22 Recently, we showed that these methods are more effective than homogeneous ensem-

bles and individual classification methods for complex prediction problems in genomics.23,24 Other studies

have produced similar results.8,25

Ensemble selection is an especially promising approach, not only for improving prediction performance,

but also because of its ability to select a collectively predictive subset, often a relatively small one, of all input

base predictors. This ability to select a parsimonious ensemble can be very valuable for biomedical sciences,

where it is not only important to learn an accurate predictor, but also to interpret what novel knowledge it

can provide about the target problem. For instance, in predicting protein function,1 it is critical to identify

the biological features or principles on the basis of which accurate predictions of protein function are made.2

It would be easier to reverse engineer a smaller (more parsimonious) ensemble to identify such features or

principles than a much larger one, such as all the base predictors taken together. This goal motivated us to

develop better algorithms for ensemble selection.

The most well-known algorithm for ensemble selection, which we will refer to as CES (Caruana et al.’s

Ensemble Selection),21,22 iteratively grows an ensemble by adding base predictors that produce a gain in pre-

diction performance by (indirectly) enhancing the diversity of the ensemble. Although CES generally performs

well in practice, it faces several challenges due to the difficulty of choosing the right values of its various

parameters (for details, refer to Section 2.2). For instance, it is unclear how many base predictors should com-

prise the final ensemble of CES, how many (one or more) should be added in each iteration of the algorithm,

and what the right termination condition should be. Since the choices made for these parameters are usually

ad-hoc, good performance of CES is difficult to guarantee for a variety of problems or datasets.

To address these challenges with CES and other such algorithms, we propose a novel heterogeneous

ensemble selection approach based on the well-established paradigm of reinforcement learning (RL).26 We

demonstrate how RL offers a more systematic and mathematically sound methodology for exploring the

many possible combinations of base predictors that can be selected into an ensemble. We test our proposed

approaches, and several baselines, on two important computational genomics problem, namely the prediction

of protein function and splice sites in eukaryotic genomes. We focus on these unbalanced problems as effective

individual (base) predictive models are difficult to learn for them, thus offering a suitable use case for testing

ensemble predictors. Our results show that the RL ensembles are indeed substantially more parsimonious

with respect to the full set of base predictors, but still offer almost the same predictive power, especially for

larger datasets. The RL ensembles also yield a better combination of parsimony and predictive performance

as compared to CES. We expect our approaches to be effective for other biomedical problems as well as aid

in interpretability, although the latter is a challenging and often subjective task for complex problems. Thus,

interpretation of the ensembles we discover is outside the scope of this work.

2. Preliminary Materials and Methods

2.1. Problem definitions and datasets

We assess the predictive ability of various ensemble (selection) techniques, such as CES and our RL-based

ones, on several protein function (PF) and splice site (SS) prediction datasets.

Protein Function Prediction: Gene expression data are commonly used for predicting protein function,

as the simultaneous measurement of gene expression across the entire genome enables effective inference

of functional relationships and annotations.1,2 Thus, for the PFP assessment, we use the gene expression

compendium of Hughes et al.27 to predict the functions of roughly 4,000 S. cerevisiae genes. Among these

genes, the three most abundant functional labels (GO terms) from the list of most biologically interesting

and actionable Gene Ontology Biological Process terms compiled by Myers et al.28 are used in our evaluation.

These labels are GO:0051252 (regulation of RNA metabolic process), GO:0006366 (transcription from RNA

polymerase II promoter) and GO:0016192 (vesicle-mediated transport). We refer to these prediction problems

as PF1, PF2, and PF3 respectively (details in Table 1).

Prediction of Splicing Sites: RNA splicing is a naturally occurring phenomenon that contributes to protein

diversity. Generally, when creating mature RNA from DNA, introns are removed (or spliced out) from the
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Table 1. Details of protein function (PF) and splice site (SS) datasets, including the number of features, number of examples

in the minority (positive) and majority (negative) classes, and total number of examples.

Problem

Protein Function Datasets (PF)
Splice Site Datasets (SS)

PF1 PF2 PF3
(S. cerevisiae) D. melanogaster C. elegans P. pacificus C. remanei A. thaliana

#Features 300 300 300 141 141 141 141 141

#Positives 382 344 327 1,598 997 1,596 1,600 1,600

#Negatives 3,597 3,635 3,652 158,150 99,003 156,326 157,542 158,377
#Total 3,979 3,979 3,979 159,748 100,000 157,922 159,142 159,977

gene sequence and exons are retained (or transcribed). Splice sites are conserved nucleotide dimers found

at the interfaces between exons and introns. In general, splice sites are canonical, as acceptor splice sites are

signaled by the occurrence of the consensus dimer “AG” at the 3′ end of the intron, while donor splice sites are

characterized by the consensus dimer “GT”, situated at the 5′ end of the intron. Such dimers occur frequently

throughout most eukaryotic genomes but their presence alone is not sufficient to declare a splice site. Correctly

identifying splice sites is an essential step towards genome annotation, and a difficult problem due to the highly

unbalanced ratio of bona fide splice sites to decoy dimers.29 In this work, we focus on identifying acceptor

splice sites. In machine learning terms, the problem is formulated as a binary classification of DNA sequences

(141-nucleotide-long windows around “AG” dimers, with the dimer situated at position 61) as true acceptor

splice sites and decoy dimers. Thus, we assess the ability of ensemble learning to address this important

problem on five datasets of acceptor splice sites from five organisms: D. melanogaster, C. elegans, P. pacificus,

C. remanei, and A. thaliana, published by Schweikert et al.4 and Rätsch et al.30

Note that in some of our experimental evaluations, we investigate the PF and SS datasets results separately

due to the substantially different numbers of examples in these datasets.

2.2. Ensemble selection with CES

Caruana et al.’s Ensemble Selection (CES)21,22 is arguably the most well-known ensemble selection method.

CES begins with an ensemble consisting of the best n individual base predictors (n = 1 in our implementation),

and iteratively adds new predictors that maximize the performance of the resultant ensemble on a validation

set according to a chosen measure. In each iteration, a pool of m of the candidate base predictors are selected

randomly without replacement (m = #base predictors in our implementation22), and the performance resulting

from the addition of each individual candidate to the current ensemble is evaluated. The candidate resulting

in the best ensemble performance is selected, the ensemble is updated with it, and the process repeats until

a maximum ensemble size (set to the total #base predictors22 in our implementation) is reached. We also

varied the values of the pool size (m) and maximum size to test the sensitivity of CES to these parameters.

2.3. Reinforcement Learning (RL)

The RL machine learning paradigm26 allows decision-making software agents to learn the ideal behavior

within a specific observable environment such that their performance at the specified task is maximized. In

order to learn its behavior, an agent requires feedback for its actions, given by the environment in the form

of reinforcement signals. Learning what the best action an agent can take given the current state is achieved

through trial-and-error interactions with the environment. One of the most basic applications of RL is teaching

a novice robot how to traverse a room from one end to another with various obstacles being placed at random

locations in the room; for more complex robotics tasks refer to Kober et al.31

Generally, RL problems are formulated in terms of Markov Decision Processes (MDPs),32 a commonly

adopted framework for modeling environments and sequential decision making. The environment is made up

of a finite set of states S, and the actions come from a discrete set A of actions allowed in a given state.

The agent’s job is to investigate the environment by taking actions and observing the rewards. The Markov

property affirms that the current state contains enough information to make a decision about the next action.

The goal of RL is to repeat the action-observation process that results in the agent learning a good/optimal

strategy, called “policy”, for collecting rewards, and completing the task(s) at hand.
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Since there is no prior knowledge about any rewards, nor any transition probabilities from any states, (in

other words, there is no model available), the agent has to actively “sample” the MDP. Hence the need for

exploration: the agent tries different actions, often previously untried ones, and assesses their outcome. However,

in order to gain sufficient cumulative reward, the agent must also exploit its current knowledge about actions

already tested that have proved to be beneficial. This exploration/exploitation balance is critical, yet difficult

to determine, and represents a fundamental dilemma in RL scenarios. This balance is usually enforced by the

classic ε-greedy strategy:33 with probability ε, the agent takes a randomly selected action (exploration), and

with probability 1 − ε, the agent chooses the action with the highest estimated payoff (exploitation).

2.4. Q-Learning

Following the ε-greedy exploration mechanism described above, the agent is able to gather enough information

about the environment and create its own model, more specifically, to estimate the quality of each state-action

combinations; this mapping is known as the Q-value function. The agent takes an action at in a state st, ends

up in state st+1, and receives a reward rt; subsequently, the Q-value associated with action at in state st is

updated. One of the most popular ways for estimating Q-value functions in a model-free framework is the

Q-learning algorithm.34 Under specific conditions/assumptions, Q-learning is able to find an optimal policy

(π) regardless of the model the agent adopts, i.e., which action at it takes in state state st, provided it tries

all actions of all states infinitely many times. The policy, which is the agent’s learned way of behaving in

the environment, is estimated by continuously updating the action-value function Q(st, at), as described in

Equation 1. Here, the learning rate α controls how quickly the learning occurs, and the discount factor γ

controls how important future rewards are.

Q(st, at)← Q(st, at) + α ⋅ (rt+1 + γ ⋅max
a
Q(st+1, a) −Q(st, at)) (1)

3. Proposed Approach

Although CES (Section 2.2) represents an intuitive and straight-forward approach to ensemble selection, several

of its inputs/parameters are very difficult to specify beforehand, which is very likely to impact its performance

adversely. For instance, the best values of parameters m and n are difficult to specify a priori for a given

dataset/problem. Similarly, the termination criteria, i.e., when the CES ensemble should stop growing so as

to avoid overfitting, are also often unclear, and are often set in an ad-hoc manner. Due to these factors, CES

is only able to perform an ad-hoc sub-optimal search of the possible ensemble space, and not an optimized

exhaustive one. We address these challenges of CES and make ensemble selection more rigorous and exhaustive

by leveraging concepts from RL (Section 2.3). In particular, we take advantage of the Q-learning algorithm

(Section 2.4), which is proven to converge to the optimal solution/policy.34,35

To formulate the ensemble selection problem as an RL task, it is necessary to define the following key

components of the model. The agent is our proposed ensemble selection algorithm. We define the environment

as a deterministic one, in the sense that taking the same action in the same state on two different occasions

cannot result in different next states and/or different reinforcement values. More specifically, the environment

in which our agent operates consists of all possible subsets of the n base predictors, each serving as a possible

ensemble, thus consisting of 2n states. The environment includes the empty set, which is considered the start

state in our implementation. An example environment generated by five base predictors is shown in Fig. 1. It

can be viewed as a lattice, and the arrows represent the actions the agent is allowed to take at each state.

The agent investigates the environment by moving from one state (one ensemble) to another in search of

better rewards. The reward R(st, at, st+1) received for the transition from the state st to the new state st+1
by executing the action at is calculated based on the predictive performance of the ensemble(s) involved in

the action. In our experiments, performance is assessed on a validation set separate from the training set,

as explained in Section 4. The agent begins its learning at the start state (which corresponds to the empty

set) without any prior knowledge about the subsequent states or any of the rewards. Then, the agent moves

downward through the lattice from one state to another, until it reaches the final state, i.e., the full ensemble
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START

(1) (2) 
 0.565 (3) (4) (5)

(1, 2) (1, 3) (1, 4) (1, 5)(2, 3) (2, 4) (2, 5) 
 0.619(3, 4) (3, 5) (4, 5)

(1, 2, 3) (1, 2, 4) (1, 2, 5) 
 0.648(1, 3, 4) (1, 3, 5) (1, 4, 5)

(1, 2, 3, 4) (1, 2, 3, 5) (1, 2, 4, 5) 
 0.654

(1, 2, 3, 4, 5) 
 0.627

FINISH

(1, 3, 4, 5)

(2, 3, 4) (2, 3, 5) (2, 4, 5)

(2, 3, 4, 5)

(3, 4, 5)

Fig. 1. Example of an environment constructed from five base predictors for the P. pacificus splice site dataset. The numbers

in the nodes represent the predictive performance of the corresponding ensemble in terms of F-max on the validation set. The

path highlighted in grey represents the policy found at the end of the learning process using the RL greedy strategy (ε = 0.01 and
ten consecutive episodes yield the same ensemble). The state with the highest reward (i.e., the highest predictive performance)

along the path is (1, 2, 4, 5) (green), which is returned by the RL greedy as the resulting ensemble for the illustrated example.

The nodes (2, 4, 5) and (1, 2) represent the ensembles returned by the RL pessimistic and RL backtrack strategies respectively.
Figure created with Graphviz.36

containing all base predictors. Each action is equivalent to adding exactly one other base predictor to the

ensemble. In our model, the agent cannot “jump” from a state of k base predictors to a state of k + 1 base

predictors that is not directly connected in the lattice, such as from (2, 3) to (1, 3, 4). This is necessary to

control the complexity of the state-action space. A “traversal” of the lattice from the start state to the finish

state is referred to as a “learning episode”. We propose Q-learning-based algorithms that employ three different

search strategies formulated as different ways of constructing learning episodes and computing rewards. These

strategies essentially represent various models of the environment and the interactions between the agent and

the environment. The goal, i.e., traversing the lattice and ultimately reaching the full ensemble state, remains

the same. These strategies are explained below.

3.1. Greedy strategy (RL greedy)

Our first strategy emulates a “greedy” agent, whose goal is to reach the full ensemble quickly. As a consequence

of this plan, the agent rapidly accumulates new base predictors and greedily constructs the ensemble. With

each step taken from state st to st+1 in the environment, the agent receives state st+1’s performance as a

reward, i.e., R(st, at, st+1) = f(st+1), and updates its Q-table as per Equation 1. Each learning episode has a

fixed number of steps determined by the depth of the lattice. Fig. 1 shows an example of the path, as well as

the resultant ensemble, that RL greedy finds from a sample lattice constructed from five base predictors.

3.2. Pessimistic strategy (RL pessimistic)

The second strategy resembles a “pessimistic” agent that resets itself to the start state as soon as a less than

desirable state is visited, without finishing the traversal of the lattice, and starts a new learning episode. Thus,

the lengths of the learning episodes may vary, depending on how soon the agent encounters a “depreciated”

state. This strategy is based on the hypothesis that such a depreciated state (negative reward) might indicate a

path of overfit and/or under-performing ensembles. For this strategy, the reward is calculated as the difference

in performance from st to st+1, i.e., R(st, at, st+1) = f(st+1) − f(st).
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3.3. Backtrack strategy (RL backtrack)

The last strategy, RL backtrack, uses the same reward function as RL greedy. However, unlike the latter

strategy, which aims to reach the full ensemble state quickly, the agent “backtracks” (goes back) to the

immediately previous state as soon as a decrease in performance is encountered, and resumes its learning from

there. A feature of this strategy is that the learning episodes can have a variable numbers of steps, as the

agent might wander inside the lattice until it finds an acceptable path ending in the full ensemble.

For all the strategies, the policy derived from the learned action-value function yields a sequence/path

of increasingly larger ensembles. We choose the ensemble on this path with the highest performance as the

selected ensemble to be evaluated on the test set.

4. Experimental Setup

In all our RL-based experiments, the parameters of the Q-learning algorithm described in Section 2.4, namely α

and γ are set to 0.1 and 0.9 respectively, which are commonly used values.26 The exploration/exploitation trade-

off is controlled by the ε probability discussed in Section 2.3. A higher probability indicates more exploration.

In our work, we experiment with ε ∈ {0.01,0.1,0.25,0.5} for the PF datasets and with ε ∈ {0.01,0.1,0.25} for

the larger SS ones. The iterative nature of Q-learning requires the initialization of its parameters (values in

the Q-table). We initialize the Q-table as a zero matrix, and update the values as states and rewards are

observed by the agent, as guided by the search strategies defined above.

Although convergence of the Q-learning algorithm and the final policy “optimality” are theoretically

guaranteed,34,35 and achieved when the agent visits all of the environment’s states infinitely often, we adopt

more practical termination criteria for our search strategies in our experiments. For RL greedy, the stopping

point is reached when the policy induced by the agent produces the same result (i.e., the same ensemble

with the highest performance within the currently selected policy) for ten consecutive episodes. In contrast,

RL pessimistic and RL backtrack are susceptible to longer running times, and even oscillations within the

lattice and subsequently of the Q-values learned. For this reason, we set the termination criterion for these

strategies as when the agent has taken a fixed number of steps in the environment, specifically 0.5 million.

Note that these practical assumptions make it difficult for us to assess the theoretical optimality of our RL

algorithms and their results.

In order to assess the relative performance of our RL-based ensemble selection strategies, we also employ

several baselines. First, we consider the best base predictor (BP) of each initial set of base classifiers, which is

the classifier with the highest classification prediction performance on the validation set. At the opposite end of

the spectrum, the full ensemble (FE), consisting of all initial base classifiers, will be the largest ensemble, and

our second baseline. Finally, the third baseline is the ensemble produced by CES, implemented as described

in Section 2.2.

The general workflow used for the experimental evaluation of the above approaches is shown in Fig. 2.

We use 5-fold cross validation to estimate the performance of all the models. All base predictors are learned

on the training set (60% of the original data described in Table 1), which is balanced using undersampling of

the majority class. The validation set (20% of the data) is used for calculating the rewards of the nodes in the

RL environment, and to estimate the performance of the candidate base predictors in the CES approach. The

test set (comprising the remaining 20% of the data) is used to assess the overall performance of all studied

algorithms. An experiment for an algorithm being tested consists of the collection of these performance scores

over all five rounds of this cross-validation.

All performance evaluation, whether internal (on the validation set) or external (on the test set) is con-

ducted using F-max, which is the maximum value of the F-measure across all the values of precision and recall

at many thresholds applied to the prediction scores generated by the base classifiers and the resultant ensem-

bles. F-max is appropriate given the highly skewed class distributions of the datasets used in our study, and

has been shown to be reliable for performance evaluation in a recent large-scale assessment of protein function

prediction.2 Other metrics that are sensitive to unbalanced problems, e.g., area under the Precision-Recall

curve, can also be used.
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Selected 
ensemble 

model

Validation set
(20%)

Test set
(20%)

Repeat 5 folds of cross validation

Dataset

Repeat process K times

Assessment of 
performance 

(F-Max)  of 
combined 

predictions 
over the 5 folds

Obtain performance 
estimates (F-max) of 

base predictors as 
needed

Train base 
predictors

Training set
(60%)

Obtain predictions 
on the test set using 

the ensemble

Ensemble selection 
module:
(A) CES
(B) RL using lattices 

Fig. 2. Visual description of the workflow used to in our experiments. K = 10 for the PF datasets and K = 5 for the SS datasets.

The ensembles selected by the various approaches we tested (BP, RL, CES) are created by combining

the probabilities produced by the constituent base predictors using a weighted average. Here, the importance

(weight) of each base predictor is proportional to its predictive performance (measured in terms of the F-max

score) on the validation set for all the approaches. We also considered options such as unweighted mean and

median but observed that the performance of the ensembles was suffering because of the worst performing

individual base predictors among them. In order to efficiently obtain the reward of each state or the performance

of the ensemble being considered, we aggregate the predictions using a cumulative moving average.

We train 18 diverse base classification algorithms from Weka,37 including Näıve Bayes, Multilayer Per-

ceptron, SVM with a polynomial kernel, AdaBoost, Logistic Regression, and Random Forest. Each training

set is resampled – to balance the classes – with replacement 10 times, resulting in 180 base predictors. Each

ensemble selection algorithm is presented with a pool of base predictors (classification models). We start all

our experiments with ten base predictors and increase this set gradually, with steps of ten randomly selected

base predictors for each experiment, until we reach the entire set of 180 base predictors. This setup is designed

to address the question of how the ensemble selection methods behave with an increasingly larger set of initial

base predictors to select from. The performance of the ensembles resulting from of all these methods was evalu-

ated across all these sizes, resulting in curves depicting the dependence of F-max on the number of initial base

classifiers. To account for variation, each set of experiments was repeated ten times for the protein function

datasets and five times for the splice site datasets (due to time constraints and the much larger size of the

SS datasets). We used the area under these curves, denoted auESC (area under Ensemble Selection Curve),

as a global evaluation measure for the various algorithms in our study, as it provides a global assessment of

ensemble performance across a variety of base predictors. The area is normalized by its maximum possible

value, which is the total number of base predictors (the maximum possible value of F-max is one); thus, the

maximum value of auESC is one. However, this metric does not follow the same characteristics as auROC,

such as random predictors/ensembles producing a score of 0.5. Therefore, auESC is mostly intended for com-

parative analyses between algorithms running on the same datasets (as done in our experiments), rather than

for assessing the absolute performance of these algorithms.

5. Results

In this section, we will investigate various dimensions of classification performance and parsimony of ensembles

constructed for the protein function (PF) and splice site (SS) prediction problems.
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(b) SS datasets
Fig. 3. Overall performance (as the auESC score described in Section 4) of all tested algorithms, evaluated across 18 sizes of

initial base predictors (from ten to 180, in steps of ten), for (a) PF and (b) SS datasets. The standard errors are calculated
over ten repetitions of each experiment for the PF datasets and five repetitions for the SS datasets. The first three bars of each

dataset belong to the baselines considered, namely BP (best single base predictor), FE (full ensemble), and the CES algorithm.

The last three bars of each dataset represent the RL-based approaches, namely RL greedy (ten consecutive episodes yielding
the same ensemble), RL pessimistic, and RL backtrack (both with 0.5 million training steps). For all RL-based approaches, the

exploration/exploitation probability ε = 0.01.

5.1. Overall performance of ensemble selection methods

We first compared the overall classification performance of all the tested ensemble selection algorithms on all

the datasets considered. These results are presented in the form of auESC scores in Fig. 3. We also tested

the statistical significance of the comparisons of these algorithms in terms of these scores using the Friedman-

Nemenyi tests.38 Several trends can be observed from these figures.

● The best single base predictor (BP) is consistently outperformed by the full ensemble (FE p = 6.805× 10−20

for the PF datasets and p = 2.59×10−15 for the SS datasets) and the RL-based approaches (pRL greedy = 3.29×

10−4, pRL pessimistic = 1.33×10−6, pRL backtrack = 7.87×10−5 for the PF datasets and pRL greedy = 5.27×10−9,

pRL pessimistic = 1.105 × 10−5, pRL backtrack = 2.78 × 10−8 for the SS datasets), thus validating the benefit of

ensembles for these problems. In contrast, CES does not show statistically significant improvement over BP

(p > 0.05 for both types of datasets).

● The biggest ensemble consisting of all the base predictors together (FE) achieves the highest performance

across all tested datasets (p < 0.05 for pairwise comparisons with all other approaches.)

● For the smaller PF datasets, CES and the RL-based approaches are comparable (p > 0.05 for all pairwise

comparisons). For the much larger SS datasets, the RL-based RL greedy and RL backtrack approaches

perform significantly better than CES (pRL greedy = 0.01, pRL backtrack = 0.025), while RL pessimistic does

not (p > 0.05).

● Among the RL-based approaches, RL greedy produces the best overall performance in terms of auESC, but

the performance of all these approaches is statistically comparable (p > 0.05 for all pairwise comparisons for

both PF and SS datasets.)

5.2. Detailed examination of ensemble characteristics over various ensemble sizes

The analysis based on auESC values shows the overall comparison of the classification performance of the

approaches. However, it is critical to examine in detail the dynamics of these ensembles as the number of

initial base predictors increases, and as a result, the sizes of the ensembles learnt. Due to lack of space, we only

show two representative sets of curves in Fig. 4, one for the PF3 dataset and another for the splice site dataset

from A. thaliana, showing the variation of ensemble F-max as the number of base predictors increases. These

datasets were selected as representatives, as the ensembles showed the most benefit for them over individual

base predictors (Fig. 3).

Fig. 4 shows that the performance of several ensemble approaches improves as the number of initial base
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(a) PF3

20 40 60 80 100 120 140 160 180
Number of initial base predictors

0.34

0.36

0.38

0.40

0.42

0.44

0.46

0.48

0.50

0.52

F-
M

a
x 5.52

10.08

15.6818.2821.52
24.1626.00

28.88
29.00

33.40
35.04

37.96

37.72
38.2042.28

53.52
43.8044.12

9.24

17.40

27.08

34.40
40.00

47.08
59.16

54.44
73.4874.4478.72

88.9298.84104.44119.12111.96
106.84

118.16

9.88

16.04

20.9225.2027.96
28.92

30.3628.44

35.4834.5234.9235.00
33.20

35.92

36.76

34.48

37.68
37.64

7.36

18.04
25.8434.44

41.7251.9657.1661.7267.8877.00
81.2094.8884.8091.2498.72110.28

115.56135.64

BEST (AUC=0.3833)

FE (AUC=0.4769)

CES (AUC=0.4549)

RL_greedy (AUC=0.4725)

RL_pessimistic (AUC=0.4634)

RL_smart (AUC=0.4721)

(b) Splice site dataset from A. thaliana
Fig. 4. Performance in terms of F-max of all ensembles as the number of initial base predictors increases from ten to 180 in steps

of ten. Each curve corresponds to averages over ten repetitions of each experiment for the (a) PF3 dataset and five repetitions
for the (b) A. thaliana splice site dataset, along with standard error bars. The curves are annotated with average sizes of the

ensembles learnt by the various algorithms at the points shown.

predictors increases, indicating that they are better able to utilize the information learnt. In particular, the

curves for the RL approaches track much closer to the FE ones as compared to the CES and BP curves. These

observations are stronger for the larger SS datasets (Fig. 4(b)) compared to the smaller PF ones (Fig. 4(a)).

Furthermore, the substantial error bars on the CES curves indicate the method’s ad-hoc nature. These results

show that our RL-based approaches are better able to utilize the information in larger datasets than CES to

produce more accurate and stable predictions.

As emphasized earlier, a desirable characteristic of any ensemble selection method is the ability to dis-

cover/construct a parsimonious ensemble. To assess this ability of the ensemble selection algorithms we tested,
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Table 2. Statistics for the curves shown for PF3 in Fig. 4(a). Column auESC shows the overall performance of the algorithm

over all sizes of initial base predictors sets. The ratios of the size and performance of the produced ensembles to those of the best
performing approach FE are shown at representative initial base predictors set sizes of 60, 120, and 180.

auESC size ratio@60 size ratio@120 size ratio@180 perf ratio@60 perf ratio@120 perf ratio@180

BP 0.2654 0.0167 0.0083 0.0056 0.8919 0.9037 0.9005

FE 0.2974 1 1 1 1 1 1
CES 0.2816 0.31 0.24 0.19 0.9454 0.9493 0.9523

RL greedy 0.2896 0.62 0.54 0.43 0.9615 0.9621 0.9746

RL pessimistic 0.2869 0.37 0.24 0.19 0.9601 0.9531 0.9656
RL backtrack 0.2893 0.57 0.52 0.48 0.9702 0.9714 0.9619

Table 3. Statistics for the curves shown for A. thaliana in Fig. 4(b). Column auESC shows the overall performance of the

algorithm over all sizes of initial base predictors sets. The ratios of the size and performance of the produced ensembles to those
of the best performing approach FE are shown at representative initial base predictors set sizes of 60, 120, and 180.

auESC size ratio@60 size ratio@120 size ratio@180 perf ratio@60 perf ratio@120 perf ratio@180

BP 0.3833 0.0167 0.0083 0.0056 0.8118 0.7912 0.8237
FE 0.4769 1 1 1 1 1 1

CES 0.4549 0.40 0.31 0.24 0.9710 0.9577 0.9379

RL greedy 0.4725 0.50 0.50 0.51 0.9946 0.9927 0.9945
RL pessimistic 0.4634 0.48 0.29 0.21 0.9919 0.9649 0.9623

RL backtrack 0.4721 0.87 0.79 0.75 0.9983 0.9919 0.9985

we show in Tables 2 and 3 important statistics of the curves shown in Fig. 4. Specifically, we compute ratios

of the selected ensembles’ performance and sizes to those of the best performing and largest ensemble, FE.

For brevity, we only show statistics at the representative initial base predictors set sizes of 60, 120, and 180.

From the results shown in Tables 2 and 3, it can be seen that CES discovers the smallest ensembles, but

these appear not to have enough predictive information, resulting in lower classification performance than

FE, especially in the case of the A. thaliana SS dataset. The RL-based approaches produce relatively larger

ensembles due to their ability to search a much larger portion of the space of ensembles. Due to this same

ability, they are able to select ensembles that produce classification performance nearly identical to FE, as

shown by the performance ratios. Furthermore, the parsimony ability of these ensembles is enhanced as the

number of initial base predictors increases, without significant variation in classification performance. This

again validates the parsimonious yet accurate characteristic of the RL ensembles. Finally, our “pessimistic”

strategy achieves the best parsimony-performance balance, possibly because of earlier resets of the learning

episodes that force the agent to evaluate the upper levels of the lattice, where the smaller ensembles reside.

We recommend analyzing summary statistics like the above to identify the ensembles representing the best

parsimony-performance balance obtained from various ensemble selection methods. From another perspective,

these ensembles might be identified as the point(s) at which the curve(s) like the ones in Fig. 4 start plateauing.

5.3. Dependence of ensemble selection algorithms’ behavior on parameters

The exploration probability ε is critical to the RL-based approaches as it controls the exploration/exploitation

management, and consequently how much of the ensemble space is visited. To assess the effect of this parameter

on the RL ensembles, we evaluated all three search strategies by executing them with ε ∈ {0.01,0.1,0.25,0.5}

for the PF datasets, and with ε ∈ {0.01,0.1,0.25} for the SS datasets. We then conducted ANOVA with the

F-test to assess the effect of the ε values on both ensemble classification and size over the whole performance

curves of the type shown in Fig. 4.

For the RL ensemble results from the PF3 dataset (Fig. 4(a)), both in terms of classification performance

(p = 0.26) and ensemble size (p = 0.75), the RL greedy approach produces similar results for different ε values.

The RL pessimistic and RL backtrack strategies, however, produce statistically variable results with different

epsilons, both in terms of classification performance (pRL pessimistic = 7.3 × 10−10, pRL backtrack = 0.01) and

ensemble size (pRL pessimistic = 2.7× 10−13, pRL backtrack = 3.85× 10−4). The same trends are observed for PF1

and PF2. Further analysis of RL pessimistic and RL backtrack shows that as ε increases, the resultant ensemble

performance drops, suggesting that too much exploration of the ensemble space may lead to overfitting.
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The same analysis of the SS datasets also yielded similar results, with the exception that RL backtrack

did not show a dependence on the value of ε for any of the datasets, both in terms of classification performance

(e.g., p = 0.87 for A. thaliana) and ensemble size (e.g., p = 0.47 for A. thaliana). Given the above observations,

as well as the speed of execution, we show results only for ε = 0.01 in the previous subsections.

Finally, as mentioned in Section 2.2, CES was run using the recommended values for its parameters.21,22

To test the impact of these parameters, which are generally difficult to set a priori, we vary their values as the

pool size of candidate base predictors m ∈ {N/2,N} and the maximum ensemble size ∈ {N/4,N/2,3N/4,N}

(N = total number of base predictors), and conducted a similar ANOVA analysis as above. The pool size did

not have a significant impact on the performance, or the size of the ensembles (p > 0.05 for both PF3 and

A. thaliana). However, the performance is significantly sensitive to the parameter controlling the maximum

ensemble size (p = 3.8 × 10−3 for PF3 and p = 2.8 × 10−4 for A. thaliana), which also influences the size of

the resulting ensemble slightly (p = 0.08 for PF3 and p = 0.01 for A. thaliana). Considering the above results

with these, it can be inferred that CES is indeed more sensitive to its key parameters than the RL-based

approaches, especially the best performing RL greedy.

6. Discussion

Ensemble selection offers a powerful approach to addressing biomedical prediction problems, as well as gaining

novel knowledge by the analysis of the selected ensembles. This paper presents a framework for selecting ensem-

bles of classifiers using elements of reinforcement learning (RL), which offers a systematic and mathematically

sound methodology for exploring the many possible combinations of base predictors that can be selected into

an ensemble. This is in contrast to existing ensemble selection algorithms like CES, which often make ad-hoc

decisions during ensemble learning and thus cannot offer performance guarantees. Several RL-based methods

were implemented in our framework to search the space of possible ensembles as exhaustively as needed.

We tested our methods on two computational genomics problems, namely protein function prediction

and splice site detection. We observed that our proposed RL-based methods are able to capture predictive

performance close to the full ensembles with a much smaller number of base predictors. This observation

is especially strong for the larger splice site datasets, an outcome worth investigating for other biomedical

problems, such as cancer phenotype prediction. We also observed that many of the RL parameters, such as

the exploration/exploitation probability (ε), did not have a significant impact on the downstream performance

or sizes of the selected ensembles. It is necessary to examine the intrinsics of RL approaches, such as the

effect of ε, on a variety of datasets to assess their strengths and weaknesses more comprehensively. Even more

fundamentally, the RL approaches we tested can be reformulated, such as by revising the constituent reward

functions, to yield better and/or more insightful ensembles. A particular avenue of interest here is to analyze

the diversity of the base predictors selected into ensembles by the RL approaches in greater depth, and how

that contributes to ensemble performance. Finally, there is also a need to investigate how the performance of

our RL algorithms relates to the optimization capabilities and performance guarantees offered by Q-learning.

The RL algorithms studied allow for a larger portion of the space of possible ensembles to be examined

more systematically, but this also causes computational requirements to grow substantially, especially as ε,

the exploration probability, and the number of initial base predictors, grow. For instance, with our basic

implementation of these algorithms, which are available as open-source software from https://github.com/

GauravPandeyLab/, the time (on a 2.3 GHz processor) for one A. thaliana RL greedy experiment varies from

approximately one second with ten base predictors to approximately 3 minutes with 180 base predictors for

ε = 0.01. The same kind of executions took approximately 20 minutes on average for 180 base predictors with

ε = 0.5. For RL pessimistic and RL backtrack, the recorded times for an experiment with 180 base predictors

and ε = 0.01 are substantially higher, approximately 5.5 and 9.25 hours respectively, due to their more extensive

exploration and resets in the search process. The memory requirements also vary similarly with the number

of initial base predictors and value of ε. To make such executions more computationally feasible, especially for

larger datasets, there is a need for developing more parallelized/optimized implementations of these algorithms.

We will release such implementations in the future, and invite the community to participate in this effort.
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To conclude, our overall effort was towards constructing accurate yet parsimonious (smaller) ensembles,

which may in turn be more interpretable, for difficult problems. We acknowledge that interpretation can be a

challenging and often subjective task, depending on the target problem, which is why it was out of the scope

of our paper, and needs a deeper investigation. Although we didn’t explicitly consider this, the interpretability

of the base predictors itself would have a major impact on the interpretability of their resultant ensemble.

Indeed, this interpretability criterion can be explicitly considered during the ensemble selection/search process

to address this challenge more directly.

7. Acknowledgements

This work was partially supported by NIH grant # R01-GM114434 and an IBM faculty award to GP. We

thank the Icahn Institute for Genomics and Multiscale Biology and the Minerva supercomputing team for

their financial and technical support. We also thank Om P. Pandey and Gustavo Stolovitzky for their technical

advice, and the anonymous reviewers for their comments and suggestions.

References

1. G. Pandey, V. Kumar and M. Steinbach, Computational Approaches for Protein Function Prediction: A Survey,
Tech. Rep. 06-028, University of Minnesota (2006).

2. P. Radivojac, W. T. Clark, T. R. Oron et al., Nature methods 10, 221 (2013).
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