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While the coronavirus pandemic has affected all demographic brackets and geographies, certain 
areas have been more adversely affected than others. This paper focuses on Veterans as a potentially 
vulnerable group that might be systematically more exposed to infection than others because of their 
co-morbidities, i.e., greater incidence of physical and mental health challenges. Using data on 122 
Veteran Healthcare Systems (HCS), this paper tests three machine learning models for predictive 
analysis. The combined LASSO and ridge regression with five-fold cross validation performs the 
best. We find that socio-demographic features are highly predictive of both cases and deaths—even 
more important than any hospital-specific characteristics. These results suggest that socio-
demographic and social capital characteristics are important determinants of public health outcomes, 
especially for vulnerable groups, like Veterans, and they should be investigated further. 
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1. Introduction

Following months of the coronavirus (“COVID-19”) pandemic, a large body of research has
emerged quantifying the contribution of individual characteristics towards exposure of the virus 
(Britton et al., 2020; Martin et al., 2020). Moreover, there is also increasing evidence that certain 
vulnerable groups have been affected more adversely than others, especially minorities (Pan et al., 
2020). However, researchers have struggled to obtain bias-free, reliable, and externally-valid 
predictions on representative datasets (Wynants et al., 2020). 

* All replication files are available here: https://github.com/amudide/COVID-Sociodemographics-AI
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The majority of studies have focused on the role of individual-level factors, but a separate vein 
of research in computational social science has found that socio-economic factors also play an 
important role in mediating the spread of the virus (Makridis and Wu, 2020; Ding et al., 2020; 
Barrios et al., 2020). For example, the Joint Economic Committee (JEC) in the United States 
Congress has focused on quantifying social capital and its important implications for economic 
outcomes and well-being (JEC, 2018). Moreover, social capital has also been associated with 
community-level health outcomes (Gordeev and Egan, 2015; Kolak et al., 2020). 

 
We use machine learning (ML) and artificial intelligence (AI) methods on a combination of 

socio-demographic and social capital data to investigate the importance of local factors in explaining 
coronavirus health outcomes among Veterans. Given that Veterans are a vulnerable group and 
exhibit more mental and physical health challenges than non-Veterans, even within the same 
organization (Schult et al., 2019), community characteristics may play an important role in 
mediating the effects of the pandemic. For example, Veterans in communities with greater social 
capital may engage in more preventative health investments, which would bolster their immunity 
and recovery to viruses. 

 
Using three different estimators—naïve ordinary least squares (OLS), ridge with cross validation 

(CV), and least absolute shrinkage and selection operator (LASSO) with ridge and CV—we predict 
coronavirus case and mortality outcomes using data on 122 Veteran Healthcare Systems (HCS). 
While our OLS specification performs well in-sample, it exhibits weak out-of-sample behavior. 
Instead, the ridge regression with LASSO for feature selection performs the best with an R-squared 
of 0.617 (0.471) when we predict coronavirus cases (deaths). We show that socio-demographic 
features matter more than any standard hospital features, such as its patient satisfaction or the 
number of services provided. These results are important for at least two reasons. First, we can 
obtain reasonable model accuracy on such a small sample. Second, we show that socio-demographic 
features matter even more than hospital features. This suggests that further research and predictive 
modeling on infectious diseases must incorporate socio-demographic and social capital 
characteristics if these models are going to be useful for policymakers and clinicians. 
 

This paper contributes to a growing literature about the importance of socio-economic factors 
for understanding health outcomes for the spread of infectious diseases (Amarasingham et al., 2010; 
Navathe et al., 2018; Bejan et al., 2018; Makridis et al., 2020). The inclusion of socio-demographic 
variables at a geographic-level can improve the performance of otherwise standard ML models of 
the virus, but disaggregating between county and ZIP code does not make much of a difference. 
However, disaggregating between state and county does make a significant difference. The result is 
evidence that the community and the resulting healthcare infrastructure is determined at more of a 
county-level, rather than a ZIP code-level. Even if residential decisions take place at a more granular 
level, public health interventions may reside at a more aggregate level. 

 
Our paper also contributes directly to an existing and timely research agenda on the effects of 

COVID-19 and the identification of individuals who are more exposed to it than others. For 
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example, age has emerged as one of the most important comorbidities (Zhou et al., 2020; Richardson 
et al., 2020). Similarly, Makridis and Wu (2020) show that social capital---that is, measures that 
describe the quality and strength of ties and relationships within a community---plays an important 
mediating role over the duration of the pandemic: counties with higher social capital have 
systematically lower infections and a slower spread of infection even after controlling for 
demographic characteristics and population density. 

2.  Data and Measurement 

2.1.  Location-specific demographic characteristics 

Our socio-demographic data comes from the Census Bureau's 2014-2018 American Community 
Survey. The Census provides demographic characteristics, e.g.: the race distribution, the population 
density, the share male, the age distribution (the share under age 18, age 25-44, age 45-64, and 65+), 
the share married, the education distribution (the share with less than a high school degree, some 
college, and college or more), the income distribution (the share with less than $15,000, $15-29,000, 
$30-39,000, $40-49,000, $50-59,000, $60-99,000, $100-149,000, over $150,000), and the poverty 
rate (the share of people living in poverty under age 18, age 18-64, and 65+).a 

2.2.  Hospital coronavirus cases, mortality, and features 

We use the Department of Veterans Affairs (VA) Facilities API.b We observe the number of services 
that a hospital provides for Veterans and the average satisfaction. We also observe the logged 
number of coronavirus cases and deaths within an HCS.c While we observe 1,297 VA health 
facilities, our coronavirus cases and deaths are available at only 122 HCS, which consist of multiple 
VA medical facilities. We map VA health facilities into an HCS by taking the weighted average of 
features in each health facility in an HCS using the number of Veterans in the area as our weight.  

3.  Methods 

We use three standard statistical estimators: naïve ordinary least squares (OLS), ridge with cross 
validation (CV), and least absolute shrinkage and selection operator (LASSO) with ridge CV. A 
ridge estimator is given by the following: 

 
𝛽"!"#$% = argmin{(𝑦 − 𝑋𝛽)& + 𝜆2|𝛽|2&} (1) 

 
This, unlike a standard OLS estimator, which only minimizes the sum of square error, inserts an 
additional term, 𝜆, that biases certain features over others in the regression. While this will lead to 
“biased” parameter estimates, the fit is better because more important features are given additional 
weight. Moreover, the regularization term, 𝜆, prevents overfitting since the model cannot adjust too 

 
a We also include county data from the Joint Economic Committee (JEC) social capital index (JEC, 2018). 
b See: https://developer.va.gov/explore/facilities/docs/facilities. 
c See: https://www.accesstocare.va.gov/Healthcare/COVID19NationalSummary. 
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many feature weights without the 2|𝛽|2& term getting too big. We also experiment with a LASSO 
estimator for feature selection followed by ridge. 

4.  Results 

We begin by reporting the performance of our ridge regression with CV and ridge regression 
with LASSO feature selection and CV in Table 1. We omit the performance of our OLS regression: 
since we did not do CV on it, the in-sample fit is artificially high because of the common problem 
of overfitting. Note that our measure of model performance is R-squared, rather than the more 
common Regression Receiver Operating Characteristic (RROC) curve plot that is more common for 
predicting continuous variables (Hernandez-Orallo, 2013). We find that the models for predicting 
mortality perform worse than for infections. One reason for this stems from the fact that deaths are 
relatively infrequent, so there is less variation available for prediction. 

 
We also observe that the combined LASSO and ridge CV regression performs better than a 

standard ridge CV regression regardless of the performance metric that we focus on. For example, 
Panel A shows that the R-squared for LASSO and ridge is 0.617 and it is 0.564 for ridge both when 
the outcome variable is logged coronavirus cases. The R-squared values for logged deaths for our 
two respective models are 0.471 and 0.401. Turning towards Panel B, the RMSE for the LASSO 
and ridge CV regression is 6.6% (7.1%) lower when predicting cases (deaths). Note that since we 
are predicting log&(𝑐𝑎𝑠𝑒𝑠), being 0.9 off, for example, translates to being a factor of 2'.) = 1.86 
off. We find similar patterns in Panel C, which shows the MAE by model. 
 

These differences between the two estimators emerge because of at least two reasons: (i) our 
sample of HCS is small (𝑁 = 122), (ii) and we have a large and multi-dimensional feature set, 
especially for demographic characteristics. Although ridge regressions allow features to contribute 
differently to the RMSE, it may still not perform optimally when there are nearly as many variables 
as there are observations. By applying LASSO, we can select only the most predictive variables and 
include them in a subsequent ridge regression. This performs the best. 

 
Table 1: COVID-19 Model Performances 

Outcome Variable = log(Coronavirus Cases) log(Coronavirus Deaths) 
Panel A: Coefficient of Determination (R-squared) 

Ridge CV 0.564 0.401 
LASSO + Ridge CV 0.617 0.471 

Panel B: Root Mean Square Deviation (RMSE) 
Ridge CV 0.958 1.115 

LASSO + Ridge CV 0.895 1.035 
Panel C: Mean Absolute Error (MAE) 

Ridge CV 0.770 0.903 
LASSO + Ridge CV 0.707 0.838 
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Given that the LASSO and ridge CV regression performs the best, we now treat this model as 
the baseline and examine the most important features for the coronavirus cases and deaths prediction 
problems in Figures 1 and 2, respectively. Note that all variable importance coefficients are 
measured in absolute value so that we can focus on the relative magnitudes.  

 
We find that the share of the population between ages 55 and 64 is the most predictive, followed 

by the share of the population working in professional services and in sales occupations. The poverty 
rate for those over the age of 65, the male unemployment rate, the employment share in construction, 
agriculture / mining, and the employment share in education / health all enter as important predictors 
too. We find similar results when our outcome variable is coronavirus deaths, but several notable 
differences emerge. While certain variables, like dropping out of high school, were highly associated 
with deaths, they were not with cases (see Figure 1 and 2). There may be hidden variables associated 
with this, and other social capital variables, that lead to such worse health outcomes for such 
individuals. 
 
 

 
 

Fig. 1.  Predicting log cases with Lasso + Ridge Regression: Top 10 Features. 
 

Pacific Symposium on Biocomputing 26:328-335 (2021)

332



 
 

 

 
 

Fig. 2.  Predicting log deaths with Lasso + Ridge Regression: Top 10 Features. 
 

5.  Conclusion 

While there are now many predictive models aimed at understanding the role that co-morbidities 
play in explaining coronavirus outcomes, there is little research that explores the outcomes among 
Veterans and the specific role that social capital and other socio-economic local factors play as 
mediating forces. We estimate three predictive models for coronavirus cases and deaths at a 
healthcare system (HCS) level, aggregating across 1,297 VA medical facilities. We find that the 
combined LASSO and ridge with CV regression performs the best. Importantly, while HCS 
characteristics matter, socio-demographic characteristics also matter greatly and are more important 
than any of the hospital features. This suggests that public health interventions, especially towards 
vulnerable groups, must account for the role of an individual’s environment and surrounding.  
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