
Biomedical data are distributed in different locations in the form of various sources. Distributed data 
can be divided into horizontally or vertically partitioned data based on their distributed form. When 
the sites (e.g., government agencies, business establishments, or hospitals) have the same variables 
but different data subjects, the distributed data across the sites are known as horizontally partitioned 
data. On the other hand, when the sites hold disjoint sets of features for the same data subjects, the 
distributed data are known as vertically partitioned data. Utilizing the distributed data can increase 
the generalizability of research, provide insights that can prevent disease, and deliver highly 
customizable care to patients by considering more information about the patient. However, the 
confidential nature and privacy issues of patient data limit the sharing of distributed data. The data 
protection law in the USA, HIPAA, restricts the sharing of important data. In the European Union, 
the General Data Protection Regulation established a well-formulated guideline for securing the 
confidentiality and privacy of citizens.1 Additionally, Canada's PIPEDA, the UK's Data Protection 
Act (PDA), and Russia's federal law on personal data reflect the growing global awareness of the 
importance of data privacy and confidentiality.2-4 Patients are increasingly aware of the use of 
personal data and they are reluctant to share their data. Furthermore, owners of distributed data 
sources may not want to share data with other agencies, according to their institutional policies. 
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Vertically partitioned data is distributed data in which information about a patient is distributed 
across multiple sites. In this study, we propose a novel algorithm (referred to as VdistCox) for the 
Cox proportional hazards model (Cox model), which is a widely-used survival model, in a vertically 
distributed setting without data sharing. VdistCox with a single hidden layer feedforward neural 
network through extreme learning machine can build an efficient vertically distributed Cox model. 
VdistCox can tune hyperparameters, including the number of hidden nodes, activation function, and 
regularization parameter, with one communication between the master site, which is the site set to 
act as the server in this study, and other sites. In addition, we explored the randomness of hidden 
layer input weights and biases by generating multiple random weights and biases. The experimental 
results indicate that VdistCox is an efficient distributed Cox model that reflects the characteristics of 
true centralized vertically partitioned data in the model and enables hyperparameter tuning without 
sharing information about a patient and additional communication between sites. 

Keywords: Cox proportional hazards model; vertically partitioned data; privacy protection; 
hyperparameter tuning; extreme learning machine. 

1. Introduction

1.1.  Characteristics of biomedical data 
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1.2.  Vertically distributed survival model 

Survival analysis for a time-to-event outcome (i.e., the length of time from the starting point to an 
event of interest, such as mortality or disease) is widely used in biomedical research. The most 
common model in survival analysis is the Cox proportional hazards model (Cox model). To utilize 
the distributed data without data sharing for privacy preservation, many studies have developed 
horizontally5-9 or vertically10,11 partitioned data-based distributed algorithms for deep learning or 
statistical models. The various features required for predicting a patient’s prognosis do not exist in 
a single institution. The features have mutually exclusive characteristics in the form of vertically 
partitioned data. A patient's prognosis can be predicted more precisely by using information about 
the same patient from different institutions such as hospitals, insurance companies, and government 
agencies. VERTICOX11 is the only distributed Cox model based on vertically partitioned data. 
VERTICOX using alternating direction method of multipliers (ADMM) has an advantage of 
obtaining almost the same estimated parameter as the global model. However, the algorithm deals 
with the standard Cox model with a linearity assumption, which limits its application in many real-
world data. Because the vertically partitioned data can easily become high-dimensional data and it 
is difficult to confirm the interaction relationship between features distributed across sites, assuming 
only a simple linear relationship can be a limitation. Furthermore, ADMM requires many iterations 
(i.e., 2,000 and 1,500 for real data with 20 and 10 features) to obtain stable model parameters. 

1.3.  Objective 

To overcome the limitation of the linearity assumption, nonparametric approaches such as neural 
networks can be useful alternatives. Faraggi and Simon (1995)12 proposed an approach for modeling 
survival data with a simple feed-forward neural network as the basis for a nonlinear proportional 
hazards model. We used the optimization technique of extreme learning machine (ELM)13 under the 
framework of Faraggi and Simon for the nonlinear Cox model. ELM has single hidden layer 
feedforward neural networks (SLFNs) that randomly choose the input weights and analytically 
determine the output weights. In this study, we developed a vertically distributed Cox model 
(referred as to VdistCox) while avoiding the transmission of patient features, which considers 
various functional forms in the Cox model using ELM, including hyperparameter tuning in a one-
shot manner. 

2. Materials and Methods

2.1.  Cox model in non-partitioned data 

In the Cox model,14 the hazard of individual 𝑖 with risk vector 𝒙𝒊 at time t can be rewritten as the 
product of a baseline hazard ℎ଴(𝑡), and a positive function of the covariates as follows: 

ℎ௜(𝑡) = ℎ଴(𝑡)exp (𝑓(𝒙𝒊)), (1) 
where 𝑓(𝒙𝒊) can be any function of 𝒙𝒊, and for a standard Cox model, 𝑓(𝑥௜) = 𝑥௜𝛽.     In Faraggi 
and Simon,12 𝑓(𝑥௜) is replaced with the output of a neural network for a nonlinear proportional 
hazards model rather than a linear functional form. We consider the output of the ELM as 𝑓(𝑥௜) 
under the framework of Faraggi and Simmon. ELM is an efficient learning algorithm for SLFNs 
that randomly chooses the input weights and analytically determines the output weights.13 

Pacific Symposium on Biocomputing 2023

508



2.2.  Vertically distributed Cox model 

We considered the Cox model with neural networks by replacing 𝑓(𝑥௜) in Eq. (1) with the ELM 
output. The proposed model (VdistCox) is communication efficient without iterative 
communication between the server and sites owing to the characteristics of ELM optimization. 

To implement VdistCox, we set one of the sites as the master site, which plays the role of a 
server, to aggregate the intermediate results from the sites and derive the final model. Throughout 
this study, the first site was the master site. The setting of the master site does not affect the model 
results. VdistCox requires the following assumptions before implementation: 

 There is a unique identifier for each patient (e.g., study ID) shared across institutions.
 It is not necessary to store event and time outcome information in every site. One of the

sites stored the outcome should be the master party.
To illustrate VdistCox, some notations are summarized in Table 1. 

Table 1. Summary of notations for VdistCox 
Notation Description 
K Number of sites 
N (= 𝑛 + n෤) Number of patients 
X (𝑛 × 𝑀) Feature matrix for model training 
𝑋෨ (n෤ × 𝑀) Feature matrix for model validation 
M Number of features distributed across K sites 
L Number of nodes 
S Number of randomly generated input weight 
𝑅(s) ((𝑀 + 1) × L) Random matrix of s-th input weight 
𝛽(𝑠) Output weight of s-th random input weight. L- dimensional vector 
𝑔(. ) Activation function 
𝑀௞ Number of features for the k-th party, k = 1, …, K 
𝑅௞(s) (𝑀௞ × L) Random matrix of s-th input weight at k site, k = 2, …, K 
𝑋௞ (𝑛 × 𝑀௞) Feature matrix of 𝑘 party for model training, k = 2, …, K 
𝑋෨௞ (n෤ × 𝑀௞) Feature matrix of 𝑘 party for model validation, k = 2, …, K 

At the master site, N patients are randomly divided into n patients for model training and n෤  
patients for model validation, and the information is shared to the other sites. The feature matrices 
of the training and validation sets are denoted by 
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𝑋𝟏 and 𝑋෨ଵ of the master are (𝑛 × (1 + 𝑀ଵ)) matrices in which the first column of Eq. (2) is all 1. 
Each site randomly generates a hidden layer input weight matrix corresponding to the 𝑀௞ features 
under a non-overlapping seed number range between sites, and the master site generates an input 
weight matrix including the hidden layer bias. The random matrix on the hidden layer input weights 
and biases is generated S times at each site. The s-th random matrix is denoted as 
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R(s), which is a centralized random matrix, is not known in reality, but it can be considered as 
𝑅(s)் = [𝑅ଵ(s)்| … | 𝑅௄(s)்]. Each k site (k = 2, …, K) calculates 𝑇௞(𝑠) = 𝑋𝒌 𝑅௞(s) and 
𝑇෨௞(𝑠) = 𝑋෨𝒌 𝑅௞(s) , and sends {𝑇௞(s)}௦ୀଵ

ௌ  and {𝑇෨௞(s)}௦ୀଵ
ௌ  to the master site. The master site 

calculates 𝑇(𝑠) = ∑ 𝑇௞(𝑠)௄
௞ୀଵ  and 𝑇෨(𝑠) = ∑ 𝑇෨௞(𝑠)௄

௞ୀଵ . Subsequently, the master site takes any 
activation function on 𝑇(𝑠) and 𝑇෨(𝑠), and hidden layer output matrices, 𝐻(𝑠) = 𝑔(𝑇(𝑠))  of size 
(𝑛 × 𝐿) and 𝐻෩(𝑠) = 𝑔(𝑇෨(𝑠)) of size (𝑛෤ × 𝐿), are derived at master site. The master site estimates L output 
weights, (𝛽(𝑠))୘ = (𝛽ଵ(𝑠),  𝛽ଶ(𝑠), … ,  𝛽௅(𝑠))୘, which minimizes −𝐿𝐿(𝜷(𝒔)) of Eq. (4) using the 
Newton–Raphson method. 

−𝐿𝐿(𝜷(𝒔)) = ෍ 𝑑௧
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ଶ  (4) 

Here, T denotes the number of distinct event times. At time t, 𝒟௧ is the event set of all samples 
whose event occurs at time t, 𝑑௧ is the number of events, and ℛ௧ is the risk set of all samples who 
caused the event or censoring after t. The negative log-partial likelihood in Eq. (4) for the estimation 
of the output weights includes a regularization term with tuning parameter 𝜆 . The master site 
computes 𝑓መ(𝑥෤ ) = 𝐻෩ (s)𝛽መ(𝑠). Subsequently, the concordance index15 of R(s), 𝐶𝑖𝑛𝑑𝑒𝑥(𝑅(s)), is 
calculated using 𝑓መ(𝑥෤) as a risk score. The master site selects R(𝑠∗) and 𝛽መ(𝑠∗) as the final hidden 
layer input weights, biases, and output weights of VdistCox, corresponding to s with the largest 
𝐶𝑖𝑛𝑑𝑒𝑥(𝑅(s)), where 𝑠∗ = 𝑎𝑟𝑔𝑚𝑎𝑥௦𝐶𝑖𝑛𝑑𝑒𝑥(𝑅(s)). VdistCox is exactly the same as its centralized 
model because 𝑇(𝑠)=∑ 𝑇௞(𝑠)௄

௞ୀଵ  and 𝑇෨(𝑠)=∑ 𝑇෨௞(𝑠)௄
௞ୀଵ  are the same as 𝑋𝑅(s) and 𝑋෨𝑅(s). Fig. 1 

shows the overall communication process and model structure of VdistCox. 
There are three hyperparameters: 𝑔(. ), 𝜆, and 𝐿, in VdistCox. The activation function and the 

regularization parameter can be adjusted at the master site. The two hyperparameters can be 
explored by setting various candidate values after obtaining 𝑇(𝑠) and 𝑇෨(𝑠) at the master site. The 
number of hidden nodes affects the size of the random matrix R; moreover, an additional 
communication between the master site and other sites is required to consider various L values. A 
more efficient method is to generate {𝑅௞(s)}௦ୀଵ

ௌ  of size (𝑀௞ × 𝐿௠௔௫) by setting the maximum 
number of nodes, 𝐿௠௔௫. Subsequently, 𝑅௞(s) is divided into various sizes of (𝑀௞ × 𝐿ଵ), (𝑀௞ × 𝐿ଶ), 
…, and (𝑀௞ × 𝐿௠௔௫) at the master site, where 𝐿ଵ< 𝐿ଶ< … < 𝐿௠௔௫. The number of nodes is adjusted 
by generating 𝑅௞(s) of various sizes. Therefore, all three hyperparameters can be explored within 
one communication between the master site and other sites. 

2.3.  Experimental Settings 

Two simulations were performed to confirm the characteristics of VdistCox in a vertically 
distributed setting, assuming two sites and four features. It was assumed that x1 and x2 are at site 1, 
x3 and x4 are at site 2, and site 1 is the master site with outcomes.  

For various simulated data generations, the function of Eq. (1) was considered as follows: 
 𝑓௟ (Linear): 𝛽ଵ𝑥ଵ + 𝛽ଶ𝑥ଶ+𝛽ଷ𝑥ଷ+𝛽ସ𝑥ସ

 𝑓௤ (Quadratic + interaction): 𝛽ଵ𝑥ଵ
ଶ + 𝛽ଶ𝑥ଶ

ଶ+𝛽ଷ𝑥ଷ
ଶ+𝛽ସ𝑥ସ

ଶ + 𝛽ହ𝑥ଵ𝑥ଷ+𝛽଺𝑥ଶ𝑥ସ

 𝑓௚ (Gaussian + interaction):
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𝑙𝑜𝑔(5) 𝑒𝑥𝑝 ቆ−
𝑥ଵ

ଶ + 𝑥ଶ
ଶ

2(0.5)ଶ
ቇ + 𝑙𝑜𝑔(5) 𝑒𝑥𝑝 ቆ−

𝑥ଷ
ଶ + 𝑥ସ

ଶ

2(0.5)ଶ
ቇ + 𝛽ଵ𝑥ଵ𝑥ଶ + 𝛽ଶ𝑥ଷ𝑥ସ 

We set [0.5, 1, 0.5, 1]  as [𝛽ଵ, 𝛽ଶ, 𝛽ଷ, 𝛽ସ]  of 𝑓௟ , [2, 1, 2, 1, 1, 1]  as [𝛽ଵ, 𝛽ଶ, 𝛽ଷ, 𝛽ସ, 𝛽ହ, 𝛽଺]  of 𝑓௤ , and 
[1, 1] as [𝛽ଵ, 𝛽ଶ] of 𝑓௚. 𝑥ଵ, 𝑥ଶ, 𝑥ଷ, and 𝑥ସ were randomly generated from a uniform distribution, U(-
1, 1). The baseline hazard was derived from a Weibull distribution with a scale of 20 and a shape of 
5. Given 𝑥ଵ, 𝑥ଶ, 𝑥ଷ, 𝑥ସ, 𝛽’s, and the baseline hazard, the event rate was set to 30%.

In the first simulation, we confirmed whether VdistCox can represent the true function by setting 
𝑓௟ and 𝑓௤or whether the interaction relationship between the vertically partitioned features can be 
elucidated. We manually selected the hyperparameter setting in this first simulation under several 
settings without a criterion for the hyperparameter optimization as follows: 10, 30, 100, and 300 for 
the hidden node, TanHRe, Sigmoid, ELU, Softplus, and LReLU16 for the activation function, and 
0.1, 10, 100, and 300 for the regularization parameter. (Sigmoid, 30, and 300 in the setting of 𝑓௟) 
and (Softplus, 30, and 0.1 in the setting of 𝑓୯) were selected as the activation functions L, and 𝜆, 
respectively. The size of the simulated data was set to N = 2000, and the training and validation sets 
were randomly divided in an 8:2 ratio. S was set to 100. 

In the second simulation, the results of VdistCox based on various hyperparameter settings were 
explored under the settings of 𝑓௟  and 𝑓௚ . As discussed in Section 2.2, to proceed with the 
hyperparameter tuning without additional communication, 𝐿௠௔௫ was set to 300, and 10, 30, 100, 
and 300 hidden nodes were considered. TanHRe, Sigmoid, ELU, Softplus, and LReLU16 were 
considered as the activation functions, and the values of 0.1, 10, 100, and 300 were considered as 
the regularization parameters. We explored the results of the hyperparameter settings for 4 hidden 
nodes×5 activation functions×4 regularization parameters = 80. The size of the second simulated 
data was set to N = 1500, out of which the external (N = 500) dataset was randomly extracted and 
then randomly divided into training (N = 800) and validation (N = 200) from the remaining N = 
1000. In each function setting, S was set to 100, and the distribution of the 100 performances in the 
validation set under 80 hyperparameter settings was confirmed. We selected four hyperparameter 
settings from each of 𝑓௟  and 𝑓௚ , based on the following criteria among the 80 hyperparameter 
settings: 
1. Activation function: By comparing the Cindex(R(s*)) values of five activation functions under

L = 10, two activation functions with the largest and smallest values were selected.
2. L and 𝜆: In the two selected activation functions, among the total L and 𝜆 combinations of 16,

two combinations with the largest or smallest values of Cindex(R(s*)) were selected.

Fig. 1 Illustration of the VdistCox. (A) Model structure. (B) Process of communication. 
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     In addition, we compared the performance of the test set between the centralized standard Cox 
model and the proposed model under the four hyperparameter settings selected for each function. 
The results were confirmed according to s*, smin, and smed to examine the advantage of generating 
the random input matrix S times, where 𝑠∗ = 𝑎𝑟𝑔𝑚𝑎𝑥௦𝐶𝑖𝑛𝑑𝑒𝑥 ( 𝑅(s) ), 𝑠௠௜௡ =

𝑎𝑟𝑔𝑚𝑖𝑛௦𝐶𝑖𝑛𝑑𝑒𝑥(𝑅(s)), and 𝑠௠௘ௗ  is s when 𝐶𝑖𝑛𝑑𝑒𝑥(𝑅(s)) has a median value. The centralized 
standard Cox model was performed with N = 1,000, combined with both training and validation sets. 
For the second simulation, 100 different simulated data were generated. The four hyperparameter 
settings based on the aforementioned two criteria were selected using the first simulated data among 
100 simulated data. The 100 simulations were performed under the selected four hyperparameter 
settings and the results thus obtained were compared with those of the standard Cox model. 

Furthermore, we confirmed the validity of VdistCox with real-data using electronic Intensive 
Care Unit (eICU) Collaborative Research Database.17 We considered 27 factors included in Acute 
Physiology, Age, and Chronic Health Evaluation (APACHE) scores as features and the length of 
stay from the date of ICU admission to the date of mortality during the ICU stay as the outcome of 
the Cox model. We extracted 2,486 stays with all 27 features and outcomes, hospitals corresponding 
to the number of beds ≥500, and Caucasians; 19 hospitals were included in 2,486 stays. We 
randomly selected 486 stays as the test set, and divided 2,000 stays 8:2 into the training and 
validation sets. The comparative analysis with the standard Cox model was also performed using 
the eICU data, and the same 2,000 stays were used for both VdistCox and the standard Cox model. 
After setting the centralized eICU data with 2,000 stays and 27 features, two vertical sites were 
assumed. Site 1 was a master site with 14 features and outcomes, where site 2 was a site with only 
13 features. For hyperparameter setting, 𝐿௠௔௫ was set to 500, and 10, 30, 100, 300, and 500 hidden 
nodes were considered. As the activation functions, the five functions were used in the same manner 
as the simulation, and six regularization parameters of 0.1, 10, 100, 300, 500, and 1,000 were 
considered. Hyperparameter settings of 5 hidden nodes × 5 activation functions × 6 regularization 
parameters = 150 were explored.   

VdistCox was implemented with R software and the source code is available from the authors 
upon request. 

3. Results

3.1.  Simulations 

Fig. 2 shows the results of the first simulation. The contour plot shows the relationship between 𝑥ଵ 
and 𝑥ଷ when 𝑥ଶ and 𝑥ସ are zero and the relationship between 𝑥ଶ and 𝑥ସ when 𝑥ଵ and 𝑥ଷ are zero. In 
addition, graphs (a) to (h) confirm that the proposed model adequately describes the interaction 
relationship between variables under 𝑅(𝑠∗) and 𝛽መ(𝑠∗). The graphs in (a) and (b) represent the results 
of 𝑓መ௟ , which is the output of VdistCox, according to xଵ  when xଷ  is -1 and xଷ  is 1, where 𝑓௟ =

0.5𝑥ଵ+0.5𝑥ଷ. Because xଵ and xଷ have no interaction, the slopes of the graphs of (a) and (b) should 
not change regardless of whether x3 is -1 or 1, and the results reflect this fact efficiently. In addition, 
(c) and (d) show the result of 𝑓መ௟ according to xଶ when xସ is -1 and xସ is 1, where 𝑓௟ = 𝑥ଶ+𝑥ସ, and 
they have a parallel shape with no change in the slope. The true slopes of (a) and (b) are smaller 
than those of (c) and (d), which is also reflected in the results. In the setting of 𝑓௤= 2xଵ

ଶ + 2xଷ
ଶ +

Pacific Symposium on Biocomputing 2023

512



xଵxଷ, the results of VdistCox represent the true functions of x1 and 𝑓௤ when x3 is -1 and x3 is 1 (see 
the results of graphs (e) and (f)). Further, because the interaction of x1 and x3 exists, the vertices of 
(e) and (f) are different under the same quadratic function. In 𝑓௤= xଶ

ଶ + xସ
ଶ + xଶxସ, when x4 is -1 

and x4 is 1, (g) and (h) on the graph of 𝑓መ௤ according to x2 have different vertices under the same 
quadratic function form owing to the interaction of x2 and x4. The true coefficient of quadratic terms 
(e) and (f) is larger than that of (h) and (g), and the result of VdistCox efficiently reflects the true 
relationship, as (e) and (f) are more concave than (h) and (g). 

Fig. 2.  Simulation results under (A) 𝑓௟ and (B) 𝑓௤. Site 1 stores 𝑥ଵ and 𝑥ଶ and Site 2 stores 𝑥ଷ and 
𝑥ସ. 𝑠∗ = 𝑎𝑟𝑔𝑚𝑎𝑥௦𝐶𝑖𝑛𝑑𝑒𝑥(𝑅(s)), 𝑠௠௜௡ = 𝑎𝑟𝑔𝑚𝑖𝑛௦𝐶𝑖𝑛𝑑𝑒𝑥(𝑅(s)), The true functions of a (black solid), b (black 
dashed), c (grey solid), d (grey dashed), e (black solid), f (black dashed), g (grey solid), and h (grey dashed) are 

𝑓(𝑥) = 0.5𝑥ଵ − 0.5, 𝑓(𝑥) = 0.5𝑥ଵ + 0.5, 𝑓(𝑥) = 𝑥ଶ − 1, 𝑓(𝑥) = 𝑥ଶ + 1, 𝑓(𝑥) = 2𝑥ଵ
ଶ − 𝑥ଵ + 2, 𝑓(𝑥) = 2𝑥ଵ

ଶ +
𝑥ଵ + 2, 𝑓(𝑥) = 𝑥ଶ

ଶ − 𝑥ଶ + 1, and 𝑓(𝑥) = 𝑥ଶ
ଶ + 𝑥ଶ + 1, respectively. 

Fig. 3 and 4 show the results of the second simulation. Fig. 3 shows the distribution of 100 
Cindex (R(s) )s at 80 hyperparameter settings. In the linear function setting, the performance 
distribution tended to increase as 𝜆 increased from 0.1 to 300. Additionally, as the number of nodes 
increased, the distribution of the performance did not significantly increase. Moreover, the value of 
Cindex(R(s*)) was overall large in the Sigmoid among the five activation functions. However, in 
the nonlinear setting, as λ was small and the number of nodes increased, the performance generally 
increased. The LReLU had a high overall performance distribution compared to the other activation 
functions. The change in performance according to hyperparameter selection is larger in the 
nonlinear function than in the linear function. According to the two criteria of hyperparameter 
selection described in Section 2.3, in the linear function, Sigmoid was selected as the activation 
function with max(Cindex(R(s*))), and TanHRe was selected as the activation function with 
min(Cindex(R(s*)). The four settings of Sigmoid/L = 30/𝜆  = 300, Sigmoid/L = 300/𝜆  = 0.1, 
TanHRe/L = 10/𝜆 = 300, and TanHRe/L = 300//𝜆 = 0.1 were selected as the hyperparameter settings 
with 𝐶𝑖𝑛𝑑𝑒𝑥(𝑅(𝑠∗)) values of 0.8610, 0.8287, 0.8510, and 0.8143, respectively. In the nonlinear 
function, LReLU was selected as the activation function with max(𝐶𝑖𝑛𝑑𝑒𝑥(𝑅(𝑠∗)), and TanHRe 
was selected as the activation function with min(𝐶𝑖𝑛𝑑𝑒𝑥(𝑅(𝑠∗)). The four settings of LReLU/L = 
30/𝜆 = 0.1, LReLU/L = 30/𝜆 = 300, TanHRe/L = 30/𝜆 = 0.1, and TanHRe/L = 100/𝜆 = 300 were 
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selected as the hyperparameter settings with 𝐶𝑖𝑛𝑑𝑒𝑥(𝑅(𝑠∗)) values of 0.7405, 0.5381, 0.7033, and 
0.4711. 

Fig. 4 shows the distribution of 𝐶𝑖𝑛𝑑𝑒𝑥(𝑅(𝑠∗)), 𝐶𝑖𝑛𝑑𝑒𝑥(𝑅(𝑠௠௘ௗ)), and 𝐶𝑖𝑛𝑑𝑒𝑥(𝑅൫𝑠௠௜௡൯) in 
the validation and test sets of 100 simulations performed under four settings selected from linear 
and nonlinear, respectively. In a linear setting, the standard Cox model, which can be viewed as a 
true model, showed a higher performance distribution than VdistCox, and the performance results 
of 𝑠∗  and 𝑠௠௘ௗ  were similar. The two hyperparameter settings of Sigmoid/L = 30/𝜆 = 300 and 
TanHRe/L = 10/𝜆 = 300, which showed similar performance in the validation set, showed similar 
performance in the test set, and the performance distributions 𝑠∗ and 𝑠௠௘ௗ in the two settings were 
similar to that of the standard Cox model. The 𝑠∗ of Sigmoid/L = 30/𝜆 = 300 showed the highest 
performance, with an average performance of 0.7821. The average performance of the standard Cox 
model is 0.7860. In all settings of nonlinear function of Fig.4, 𝑠∗, 𝑠௠௘ௗ, and 𝑠௠௜௡ showed a higher 
distribution of performance for the test set than the standard Cox model. The two hyperparameter 
settings of LReLU/L = 30/𝜆 = 0.1 and TanHRe/L = 30/𝜆 = 0.1, which showed similar performance 
in the validation set, showed similar performance in the test set, and the 𝑠∗ of LReLU/L = 30/𝜆 = 
0.1 showed the highest performance with an average performance of 0.6677. In both the linear and 
nonlinear functions, 𝑠∗ under the hyperparameter setting, which had the highest performance in the 
validation set, showed the highest performance in the test set on average. 

3.2.  Real data 

Additionally, we explored 150 hyperparameter settings to confirm validity in real data, and four 
settings of ELU/L = 300/λ = 1000, ELU/L = 500/λ = 0.1, Sigmoid/L = 500/λ = 10, and Sigmoid/L 
= 500/λ = 0.1 were selected. As summarized in Table 2, the differences in performance in the 
validation and test sets between the four settings was quite large. Similar to the simulation results, 
the performance in the test set was also the highest at ELU/L = 300/λ = 1000, which had the highest 
performance in the validation set; smed and s* in this setting showed higher performance than the 
standard Cox model. 

Fig. 3. Simulation results on distribution of {𝐶𝑖𝑛𝑑𝑒𝑥(𝑅(𝑠))}௦ୀଵ
ଵ଴଴  at each hyperparameter setting under (A) 𝑓௟ and (B) 

𝑓௚ settings. Dashed boxes represent selected four hyperparameter settings based on the two criteria described in 
section 2.3. 
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Fig. 4. Results on performances distribution in validation and test sets based on 100 simulations  
under the four hyperparameter settings of (A) 𝑓௟ and (B) 𝑓௚. Dashed boxes represent the best results of performance 

among four hyperparameter settings. 

Table 2. Results of performance as measured by the C-index in validation and test sets under vertical two sites setting 
based on eICU dataset. 

VdistCox 

ELU Sigmoid 

300/1000 (L/𝜆) 500/0.1 (L/𝜆) 500/10 (L/𝜆) 500/0.1 (L/𝜆) 
validation test validation test validation test validation test 

smin 0.8170 0.7149 0.4216 0.4458 0.7938 0.7162 0.2563 0.4253 
smed 0.8296 0.7204 0.5419 0.5086 0.8144 0.7154 0.3686 0.4686 
s* 0.8466 0.7294 0.7440 0.6017 0.8422 0.7159 0.7539 0.6502 

Standard Cox model test: 0.7160 

Bold represents the best results in the validation and the test sets in VdistCox. 

4. Discussion

VdistCox shares only the value obtained by multiplying the feature value by the random value 
independently generated at each site in a privacy-preserving manner, and it has an efficient process 
that requires only one communication between the master site and other sites. Because VdistCox 
derives the exact same model as its centralized model without data sharing, it can provide a stable 
distributed model if the centralized ELM-based Cox model is valid. We confirmed the validity and 
characteristics of the proposed model through experiments using simulated and real data. 

According to the results of the first simulation (Fig.2), VdistCox showed the real functional form 
between the variables, and it also reflected the interaction relationship between the vertically 
partitioned features. 

To overcome the instability caused by the randomness, of the input weights and hidden biases, 
we generated the matrix of random input weights and hidden biases S times and selected the best 
random matrix among them. In the results of the performance of the test and validation sets of the 
second simulation (Fig.4), the performance of s*and smed was similar in the linear function setting, 
however it was different in the nonlinear function setting. This indicates that it is efficient to generate 
the R matrix multiple times in the nonlinear function setting. However, even in the nonlinear 
function, there was no difference in the performances of s*and smed depending on the hyperparameter 
selection (in the case of LReLU/L = 30/λ = 0.1). This means that hyperparameter selection could be 
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a more important factor than the randomness of R. However, exploring multiple R can prevent 
choosing the worst random weights. The results for the performance of smin were worse compared 
to those of s*and smed in all cases. However, in the results on real data (Fig.4), the performance on 
the test set of smin was slightly better than that of s*and smed in Sigmoid/L = 500/λ = 10. This indicates 
that the selection of a random value with good performance in the validation dataset may be a 
selection with low generalizability in external validation. However, considering the overall results, 
the best performance on the test dataset was s*. 

Hyperparameter tuning can be crucial for obtaining a good trade-off between accuracy and 
convergence in models with neural networks; it could affect the quality of the learned model.18 To 
train a distributed model under different hyperparameter settings, many computing resources are 
required, and the evaluation of hyperparameters is extremely expensive for a large-scale distributed 
dataset.19 In the framework of VdistCox, the three hyperparameters can be explored without 
additional communication between the master and other sites after obtaining the T and 𝑇෨  matrices 
at the master site. The importance of hyperparameter selection was confirmed through experiments. 
The results of the second simulation showed a large difference in performance according to the 80 
hyperparameter settings, and the importance of the hyperparameter was greater in the nonlinear 
function than in the linear function settings (Fig. 3). Further, we confirmed that the setting with good 
performance in the validation set also showed good performance in the test set (Fig.4 and Table 1). 
Assuming a distributed model with iterative communication, if we want to explore 80 
hyperparameter settings, the distributed model will have to be run 80 times, which consumes a 
significant amount of computing resources. In VdistCox, a wide range of hyperparameter choices 
can be implemented in a one-shot manner. 

Comparing the results of VdistCox and the centralized standard Cox model, in the linear function 
setting of the second simulation, VdistCox (Sigmoid/L = 30/𝜆 = 300) showed a similar performance 
to the standard Cox model, which is a true model. In addition, in real data where the true function 
is unknown, the performance of VdistCox (ELU/ L = 300/ 𝜆 =1000) was higher than that of the 
standard Cox model, which may indicate that the true relationship between the 27 features is not 
linear. Vertically partitioned data combines features of various characteristics for the same patient 
from different sites. Therefore, compared to the data from a single site, the number of features in 
vertically partitioned data is more likely to become high dimensional, and the 𝑓(𝑥௜) of Eq. (1) 
cannot be determined in advance because we cannot distinguish which interaction exists between 
the numerous distributed variables. Compared to the standard Cox model based VERTICOX, the 
VdistCox may flexibly reflect 𝑓(𝑥௜) based on the real data characteristics in the distributed data that 
is difficult to share between the sites. Additionally, there is a possibility that the number of features 
exceeds the number of patients in vertically partitioned data in which only the number of features 
increases in a certain patient group (N<<M). In these data characteristics, the parameter estimation 
in the standard Cox model may become unstable and the accuracy of prediction may decrease. 
Therefore, compared to VERTICOX, which aims to accurately estimate the parameter of the 
standard Cox model, the VdistCox can provide a stable predictive model in high-dimensional 
vertically partitioned data of N<<M. Moreover, VERTICOX requires several iterations to obtain 
stable parameter estimates (i.e., 2,000 and 1,500 for real data with 20 and 10 features). By contrast, 
VdistCox requires only one communication including hyperparameter optimization.  
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In this study, we confirmed the characteristics and validity of our novel model, VdistCox. 
However, because it was performed using restricted simulated and real data, it is possible that the 
validity of VdistCox has not been sufficiently proven in this paper. Additionally, we have not 
proposed an index that can interpret the influence of features such as the hazard ratio provided by 
the VERTICOX. However, in the results of the first simulation, the relative influence between 
features from VdistCox were identified. For example, in the setting of 𝑓௟, true 𝛽ଵ and 𝛽ଶ were set to 
0.5 and 1, respectively, and the slope of 𝑥ଶ  was greater than that of 𝑥ଵ  in (a) to (d) of Fig. 2. 
Furthermore, in the setting of 𝑓௤, true 𝛽ଵ and 𝛽ଶ were set to 2 and 1, respectively, and the concave 
degree of 𝑥ଵ was greater than that of 𝑥ଶ in (e) to (h) of Fig. 2. Explaining the influence of each 
feature in terms of interpretation of the model is important and further discussion in VdistCox on 
the interpretation is required. 

5. Conclusion

The model proposed in this study, VdistCox, is communication-efficient vertically distributed Cox 
model by sharing once the intermediate results that are obtained by multiplying the features of each 
site to the input weight randomly generated at each site, while avoiding data sharing. In VdistCox 
using ELM, we proposed generating random input weights multiple times and a hyperparameter 
tuning process. In our experiments, the importance of randomness on input weights and 
hyperparameter selection depended on the data type (e.g., linear or nonlinear relationship between 
features). However, because confirming the true relationship between features in a real vertically 
distributed environment is difficult, considering multiple random input weights and hyperparameter 
tuning can be an effective means for a stable vertically distributed Cox model. 
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