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Scientists and policymakers alike have increasingly been interested in exploring ways to advance 
algorithmic fairness, recognizing not only the potential utility of algorithms in biomedical and digital 
health contexts but also that the unique challenges that algorithms—in a datafied culture such as the 
United States—pose for civil rights (including, but not limited to, privacy and nondiscrimination). 
In addition to the technical complexities, separation of powers issues are making the task even more 
daunting for policymakers—issues that might seem obscure to many scientists and technologists. 
While administrative agencies (such as the Federal Trade Commission) and legislators have been 
working to advance algorithmic fairness (in large part through comprehensive data privacy reform), 
recent judicial activism by the Roberts Court threaten to undermine those efforts. Scientists need to 
understand these legal developments so they can take appropriate action when contributing to a 
biomedical data ecosystem and designing, deploying, and maintaining algorithms for digital health. 
Here I highlight some of the recent actions taken by policymakers. I then review three recent Supreme 
Court cases (and foreshadow a fourth case) that illustrate the radical power grab by the Roberts Court, 
explaining for scientists how these drastic shifts in law will frustrate governmental approaches to 
algorithmic fairness and necessitate increased reliance by scientists on self-governance strategies to 
promote responsible and ethical practices.  
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1. Introduction

Data scientists are increasingly aware of and concerned about the ethical dimensions and societal 
impact of their work, as evinced by many thought-provoking ethical, legal, and social implications 
(ELSI) workshops,1-3 sessions,4 and keynotes5-9 at the Pacific Symposium on Biocomputing and 
other scientific conferences. Multidisciplinary collaborations comprising biomedical data scientists, 
bioethicists, and other subject matter experts continue to be encouraged.10-11 Among the major topics 
of concern is algorithmic fairness, for which there are numerous articulations of what precisely that 
entails and proper measures of it.12 Stated simply, from a data science perspective, algorithmic 
fairness refers to performance parity (demonstrated through specified metrics) across different 
groups of people and mitigation of computational biases.13 From a legal perspective, fairness 
involves the “quality of treating people equally or in a reasonable way” or “the qualities of 
impartiality and honesty,”14 and information privacy is oft-used as a mechanism to prevent bias and 
discrimination.e.g.,15 Fairness and privacy are conceptually distinct yet closely connected in 
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biomedical data science and law,  as limiting data that an algorithm can access, use, or disclose is 

viewed as a means to prevent unlawful, unfair discrimination. As worries grow regarding civil rights 

in a datafied culture such as the United States and as leaders call for reforms (such as an AI Bill of 

Rights16-17), it is essential that scientists and policymakers act together to advance algorithmic 

fairness in feasible and effective ways.  

There have been considerable efforts in recent years, both within the scientific community and 

through public policy, to promote ethical data science.e.g., 18 However, there has also been a recent 

and dramatic shift in the balance of power between the legislative, executive, and judicial branches 

prompting fears that the U.S. democratic “experiment” is set for failure.19 Data scientists need to be 

aware of these developments and recognize the implications for their own work so that innovative 

alternative strategies to promote ethical and responsible data science practices can be designed, 

implemented, and refined. To facilitate awareness and stimulate further discussion among data 

scientists, I highlight some of the recent efforts taken by the Federal Trade Commission (FTC) and 

legislators to advance algorithmic fairness. I then offer a succinct review of three recent Supreme 

Court cases (TransUnion LLC v. Ramirez,20 Dobbs v. Jackson Women’s Health Org.,21 and West 

Virginia v. EPA22) and foreshadow a fourth (303 Creative LLC v. Elenis23) that illustrate the Roberts 

Court’s radical judicial activism and power grab, explaining how these shifts in law will frustrate 

governmental approaches to algorithmic fairness (including but not limited to fairness pursued 

through mandated data practices grounded in privacy principles). I conclude that the widening 

imbalance of powers along with instability and uncertainty of law necessitates an increased reliance 

by scientists on self-governance strategies to advance algorithmic fairness. 

2. Recent Activity by the Federal Trade Commission to Advance Algorithmic Fairness

The FTC is responsible for preventing unfair and deceptive acts and practices in or affecting 

commerce, drawing its main authority from the Federal Trade Commission Act24 and dozens of 

other statutes. In the absence of a specific federal statute on algorithmic fairness or comprehensive 

data privacy, the FTC can draw from its general authority to prevent bias and discrimination through 

compelling responsible data practices (such as privacy- and discrimination-aware design, reasonable 

bias mitigation protocols, or even diversity promoting measures) in digital health technologies. The 

FTC has not been using its unfairness authority to its full potential;e.g.,25 however, the FTC’s 

composition has shifted (with confirmations of Lina Khan as Chair and Alvaro Bedoya, a privacy 

law expert, as commissioner), and signs over the past two years suggest the FTC is ready to take 

bold steps to promote algorithmic fairness in and beyond digital health. For example, in January 

2021, the FTC settled a case against Flo Health over data practices.26 In April 2021, the FTC issued 

business guidance underscoring that racially biased algorithms are prohibited and warning that 

algorithmic performance (1) must not be exaggerated and (2) must be tested before and periodically 

after deployment to detect discriminatory outcomes.27 In July 2021 the FTC announced regulatory 

priorities that included issues affecting the healthcare industry and technology platforms.28 In Sept. 

2021, the FTC issued a privacy and security report to Congress flagging its intention to pursue 

expanded remedies for unsavory data practices (such as disgorgement of ill-gotten gains) and to 
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focus on digital platforms, including development of guidance on health-related algorithms.29 That 

same month in a statement regarding the FTC health breach notification rule,30 Commissioner 

Slaughter explicitly called for the FTC to “lead a market shift toward data minimalism.”31 And in 

March 2022, the FTC took action against a weight loss app vendor to protect children’s online 

privacy, requiring data deletion, destruction of algorithms developed with ill-gotten data, and a hefty 

monetary penalty.32  

3. Recent Legislative Activity to Advance Algorithmic Fairness

Congress also has been actively working on several pieces of legislation that would provide 

comprehensive data protections and advance algorithmic fairness. Among the many consumer data 

protection bills being debated and developed in the 117th Congress are the Consumer Data Privacy 

and Security Act of 2021 (S. 1494); the Setting an American Framework to Ensure Data Access, 

Transparency and Accountability (SAFE DATA) Act (S.2499); and the Consumer Online Privacy 

Rights Act (S.3195). A bipartisan bill, the American Data Privacy and Protection Act (H.R.8152), 

has made it farther than any other, having been reported favorably out of House Committee on 

Energy and Commerce on July 20, 2022—just a month after it was formally introduced.E.g.,33 Other 

legislative efforts to advance algorithmic fairness include, e.g., the Algorithmic Justice and Online 

Platform Transparency Act (S.1896, H.R.3611); Algorithmic Accountability Act of 2022 (S.3572, 

H.R. 6580); Protecting Americans from Dangerous Algorithms Act (S.3029, H.R.2154); the GOOD 

AI Act of 2021 and 2022 (S.3035 and H.R. 7296, respectively); Promoting Digital Privacy 

Technologies Act (S.224, H.R. 847); Digital Accountability and Transparency to Advance Privacy 

Act or DATA Privacy Act (S.3065, H.R. 5807); Federal Trade Commission Technologists Act of 

2021 (S.3187, H.R.4530); and Digital Platform Commission Act of 2022 (S.4201, H.R. 7858).  

4. Recent Activity by the Roberts Court that Will Undermine Algorithmic Fairness

Three cases are particularly illustrative of the dramatic shift in power instigated by the Roberts Court 

that will frustrate approaches to advance algorithmic fairness by the FTC and Congress: TransUnion 

LLC v. Ramirez20 (which upended Article III Standing Doctrine34 and weakened the powers of the 

legislative branch), Dobbs v. Jackson Women’s Health Org.19 (which obliterated the Stare Decisis 

Doctrine35-36 and toppled U.S. Constitution-based privacy rights at least in so far as reproductive 

health decisions), and West Virginia v. EPA22 (which weakened the powers of both the legislative 

and executive branch through its invention and embrace of the Major Questions Doctrine37 and 

warming interest in the Nondelegation Doctrine38). A fourth case worth noting is 303 Creative LLC 

v. Elenis23,39 (which the Roberts Court agreed to review and which pits nondiscrimination rights

directly against Free Speech rights). Indeed, as one respected law scholar has commented, “we are 

in the era of the imperial Supreme Court” in that the actions are reflective not of any particular 

judicial philosophy but an alarming concentration of power in the Supreme Court to the detriment 

of all others.40 at 2 These actions are “making America ungovernable” with respect to the most 

pressing policy issues of today.18  
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4.1.  TransUnion LLC v. Ramirez 

The Roberts Court decided (5-4) TransUnion LLC v. Ramirez on June 25, 2021, with Justice 

Kavanaugh authoring the majority opinion. The case involved a class action lawsuit under the Fair 

Credit Reporting Act (FRCA) for improper data practices, with the class consisting of 8,185 

individuals falsely characterized as “potential terrorists” and “drug traffickers” on credit reports and 

1,853 individuals for whom these false and misleading credit reports were distributed to third-party 

businesses. At trial the jury had awarded the consumers $60 million in statutory and punitive 

damages for multiple willful FRCA violations.20 at 2202 In what has been described by prominent 

privacy law scholars as a “profound usurpation of legislative power,”41 the Court required injury-in-

fact in order to establish there has been a “concrete harm” (a prerequisite for standing to sue in 

federal courts). The Court basically held “no harm, no foul”42 for violations of data and disclosure 

practices mandated by statute and refused to acknowledge any “concrete harm” could have been 

incurred by those consumers for whom an inaccurate flag in their credit report was never disclosed 

to a third-party. At the core of its decision, the Court acknowledged, “Congress may ‘elevate to the 

status of legally cognizable injuries concrete, de facto injuries that were previously inadequate in 

law;”20 at 2204-2205 (internal citations omitted) however, the Court distorted precedent set by Spokeo, Inc. v. 

Robins,43 tethering lawmakers’ ability to create remedies only for harms with a “close historical or 

common-law analogue.”20 at 2204 Substituting its judgment for Congress and the jury, the Court 

overlooked, ignored, or discounted the diversity of privacy-related harms that exist44 and framed the 

controversy as a distinction between individuals suing to ensure regulatory compliance (which is 

not allowed for Article III standing) and individuals suing to redress “real and actual” harms incurred 

personally (which is required for Article III standing).  

This case will have serious repercussions for enforceable data protection laws, as dataveillance 

(i.e., digital data surveillance) and data injustices of today would likely have no common law 

analog. This includes laws that would close gaps in protections and promote responsible data 

practices across HIPAA (Health Insurance Portability and Accountability Act45) and non-HIPAA 

contexts alike. The Roberts Court focused on disclosure of the false information analogizing this 

to defamation and otherwise dismissed inaccuracies about consumers—however horrible and 

stigmatizing and with whatever risks they cause downstream—unless those inaccuracies were 

disclosed to others. In a dissenting opinion, Justice Kagan noted the ruling had transformed Article 

III Standing Doctrine from “a doctrine of judicial modesty to a tool of judicial aggrandizement” 

and lamented that Congress—not the Supreme Court—was in the better position to determine 

whether “something causes a harm or risk of harm in the real world.”20 (dissent at 2225) 

Federal approaches for data privacy law reform (particularly those incorporating private causes of 

action as a key enforcement mechanism, a feature HIPAA lacks) might be for naught even if a bill 

is successfully passed by Congress and signed into law given, in light of TransUnion, what cases 

may be heard by federal courts. Thus, this case complicates debates about whether federal 

preemption of state data protection laws would be a pro or con for consumers46 and generates 

uncertainty as to whether the Roberts Court, if given the opportunity, would deem harms 

established by any new federal data protection statute as “concrete” to allow consumers to have 

their day in court if statutory violations occur. This development does not bode well for 
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policymakers trying to use data practice measures to promote innovation and protect consumers in 

and out of digital health contexts.  

4.2.  Dobbs v. Jackson Women’s Health Org. 

The Roberts Court issued its bombshell opinion in Dobbs v. Jackson Women’s Health Org. on June 

24, 2022, with Justice Alito authoring the majority opinion. The case involved a constitutional 

challenge to the Mississippi Gestational Age Act, a forced birth law barring healthcare providers 

from providing pregnancy termination services after 15 weeks of gestation. The main holding was 

to uphold the law and overturn both Roe v. Wade47 and Planned Parenthood of Southeastern Pa. v. 

Casey.48 In addition to the effects of this case on the practice of medicine, news of the decision 

quickly prompted scholars to call attention to the far-reaching implications the case has for 

dataveillance enabled by digital health technologies.e.g.49-54 Such technologies are not always within 

regulatory reach of HIPAA.55 But even for data situated within the HIPAA regulatory environment, 

there is a law enforcement exception to the Privacy Rule.56 In light of state laws that began to take 

effect with the Dobbs decision (e.g., Texas H.B. 8, designed to evade judicial review57-58), increased 

attention needs to be given to ensuring the privacy of health data and information.59 Recognizing 

the possibility that laws containing “bounty hunter” enforcement mechanisms might incentivize 

people to disclose protected health information under cover of the law enforcement exception to the 

HIPAA Privacy Rule, guidance60 was quickly issued by the Dept. of Health and Human Services 

Office of Civil Rights (OCR) emphasizing the narrowness of the exception and clarifying how 

obligations under HIPAA interact with, and prevail over, conflicting state laws with regard to data 

privacy and security requirements.61  

There is understandable concern that the exceptions to the HIPAA Privacy Rule could swallow the 

rule in a post-Roe society. Additionally, there continues to be legal uncertainty in our modern 

datafied culture regarding the boundaries for reasonable expectations of privacy under the Fourth 

Amendment. In 2018 the Roberts Court in Carpenter v. United States62 declined to put an end to 

the Third-Party Doctrine (a categorical rule that negates an individual’s expectation of privacy if 

information is shared with or known by third parties and allows for warrantless searches)E.g.,63 and 

instead allowed for the possibility of a preserved expectation of privacy in information exposed to 

third parties depending upon the “deeply revealing nature” of the information; “depth, breadth, 

and comprehensive reach”; and “inescapable and automatic nature of its collection.”64 Health 

information has a more established position as sensitive and worthy of protections than other types 

of information; however, biomedical databases, electronic health records, and health-related 

information in a wide array of settings are in danger of being more readily accessed and used 

against individuals.e.g.,65 While the Carpenter ruling was purportedly narrow (perhaps merely 

creating a limited exception rather than a revision to the Third-Party Doctrine66), we must monitor 

how the Roberts Court construes privacy interests in health information generally. In response to 

the legal uncertainties, biomedical data scientists might try data minimization and use of synthetic 

data; however, such efforts might unintentionally exacerbate biases in digital health algorithms. 
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4.3.  West Virginia v. EPA 

On June 30, 2022, the Supreme Court issued its 6-3 ruling in West Virginia v. EPA20 with the 

majority opinion authored by Chief Justice Roberts. The case involved a challenge the Affordable 

Clean Energy Rule promulgated in 201567 to implement updated performance standards under the 

Clean Air Act, a 50-year-old statute.68 The rule had never taken effect, as it had been challenged by 

opponents, stayed pending litigation, and repealed in 2019.69 A review of the text and legislative 

history indicated that the law to stop pollution and improve air quality was intended to provide the 

EPA with “regulatory flexibility” to avoid rapid obsolescence attributable to unavoidable “changing 

circumstances and scientific developments.”22 (dissent at 2622) Nevertheless, the Court chose to exert 

control rather than practice judicial restraint, substituting its own views for those of Congress and 

the EPA. Cunningly, the Court purported to follow precedent to reach its decision despite the fact 

that the “Majority Questions Doctrine” upon which it relied was not even a term used by the 

Supreme Court—a point noted in the dissenting opinion.22 (dissent at 2634) In actuality, the Major 

Questions Doctrine is an independent theory that sidesteps administrative law precedent (i.e., the 

Chevron Doctrine, which has persisted since 1984).37 The gist of the Major Questions Doctrine is 

that in “extraordinary cases” of any notable “economic and political significance,” an agency has 

no authority to act (including to interpret ambiguity in an agency’s explicit statutory authority to 

act) unless Congress has explicitly empowered the agency to do so.22 at 2608  

The case is important for data scientists because the Roberts Court has fundamentally shifted how 

agencies can act when implementing and enforcing statutes once they (finally) have been passed 

by Congress. The Court has made clear that it will second-guess (1) Congress in the breadth and 

specificity of statutory text used and (2) agency interpretations of statutes (not only by the EPA 

but any administrative agency, including, e.g., the FTC, FDA, CMS, and others). Indeed, the 

Court explained that “extraordinary cases”—to which the Major Questions Doctrine presumably 

now applies—“have arisen from all corners of the administrative state.”22 at 2608 Put simply, statutes 

are increasingly at risk of being struck down by the Roberts Court pursuant to the Nondelegation 

Doctrine if any meaningful amount of discretion is given to agencies in the interest of enabling 

data-informed policy and regulatory flexibility—necessary features for effective governance when 

involving rapidly changing science, technologies, and applications. Similarly, regulations are 

increasingly at risk of being struck down pursuant to the newly christened Major Questions 

Doctrine as exceeding the enforcement authority delegated by Congress. For algorithmic fairness 

in particular, policy efforts thus far have largely been based on general authority rather than 

explicit, specific authorization by Congress. Any laws to advance algorithmic fairness now must 

require specification (exhaustive enumeration) of the “major” issues that the agency is permitted 

or required to resolve and provide the agency with “intelligible principles” for implementation.70 

4.4.  303 Creative LLC v. Elenis 

It would be a mistake to assume that the Roberts Court will ease off from its activist turn when the 

2022-2023 session begins. Among several cases the Court has agreed to hear that could signal 

further trouble is 303 Creative LLC v. Elenis.23 At issue is the Colorado Antidiscrimination Act 

challenged by a graphic designer who plans to, but does not yet, offer the design of wedding websites 
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and who does not want to offer such services for same-sex weddings. Throughout the litigation, 

Colorado has argued there is “nothing novel” about antidiscrimination laws that target businesses 

(i.e., commercial conduct)71 and that the only speech affected is the ban on statements proposing 

illegal activity.72 The Court agreed to hear the case on February 22, 2022, framing the question to 

be resolved as “[w]hether applying a public-accommodation law to compel an artist to speak or stay 

silent violates the Free Speech Clause of the First Amendment.”23  

Challenges to laws affecting commercial speech (for which the government typically has had more 

leeway to regulate than expressive, non-commercial speech) have traditionally been answered using 

the Central Hudson test.73 Applying this test, a court will theoretically uphold a law restricting 

speech if the restriction is narrowly tailored (i.e., not more extensive than is necessary) and if the 

government has a “substantial” interest that is directly advanced by the restriction. This test arguably 

got harder for the government to overcome following Sorrell v. IMS Health Inc.74 (a case in which 

a Vermont law imposing restrictions on the sale, disclosure, and use of pharmacy records and 

prescription information to detailers was struck down even though the stated intent of the law was 

to “protect medical privacy, including physician confidentiality, avoidance of harassment, and the 

integrity of the doctor-patient relationship”74 at 2668). There, the Supreme Court rejected the argument 

that the law targeted conduct and only incidentally burdened speech and instead framed the law as 

imposing impermissible content-based and speaker-based restrictions. According to one scholar, 

“[n]o commercial speech restriction has passed the Central Hudson test in decades, and it is now 

unclear whether a restriction on non-deceptive commercial speech can ever pass this test.”75  

The Roberts Court has decided a wide array of First Amendment cases,76 earning criticism for 

having “turned the first amendment into a weapon” for “conservative interests.”77 While privacy 

law scholars have long indicated that data privacy laws are not properly envisioned within First 

Amendment space78 such claims predated the provocative decision in TransUnion. 303 Creative 

LLC v. Elenis needs to be watched carefully by data scientists. Whether algorithms (or more 

specifically data, coding, and algorithmic outputs) can or will be considered “speech” remains an 

open question (although the Supreme Court in Sorrell suggested without deciding that “the creation 

and dissemination of information are speech for First Amendment purposes”74 at 2657). Resolving this 

question is left for separate in-depth discussion.79-85 Nevertheless, one can speculate that the extent 

to which data minimalism and privacy-by-design practices can be lawfully required by Congress or 

administrative agencies (whether the FTC or FDA) might hinge, according to the Roberts Court, on 

whether such mandates are “compelled silence” and, similarly, the constitutionality of mandated 

nondiscrimination-by-design principles might hinge on viewing them as “compelled speech” as 

opposed to mandated conduct.See also 86-87 Commercial speech restrictions are unlikely to pass muster 

if the Roberts Court applies something more than rational basis review, which is likely given the 

expansive protections it has extended to corporate expression over the past decade.See 75  

The way in which the Roberts Court framed the question to be decided in 303 Creative LLC v. 

Elenis suggests it is ready to expand the notion that anti-discrimination laws cannot regulate 

commercial speech as a public accommodation because “eliminating discriminatory bias [is] a 
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‘decidedly fatal objective’ in light of a Free Speech challenge.”88 If so, and if the Roberts Court 

views data or algorithms as speech, it could become all but impossible for the government to 

impose responsible requirements to advance algorithmic fairness (whether through data privacy or 

nondiscrimination mechanisms). With this in mind, and also recognizing that Section 1557 of the 

Affordable Care Act—the omnibus nondiscrimination provision for health activities—continues to 

be revised (including a proposed rulemaking announced in August 2022 that would apply to use of 

algorithms in clinical decision-making89-90), politicized, and challenged, alarm bells are properly 

being rung for the future of civil rights under the Roberts Court.91-93   

5. Discussion

Given the above highlights, it seems clear that government-imposed data practice rules (e.g., 

regarding collection, management, processing, and disclosures) to promote algorithmic fairness and 

equal participation in, access to, and shared benefits and burdens of digital health and biomedical 

data science are going to be extremely difficult to realize in the Roberts Court era. First, such 

approaches might be considered as mere attempts to elevate harms that are “non-existent” or having 

no 1776 analog, thus leaving plaintiffs without adequate standing to have cases settled in federal 

courts. Second, if data and algorithmic outputs are viewed as speech, data protection laws of all 

sorts would be in direct tension with First Amendment protections. It seems at least plausible that 

privacy-by-design (although likely not nondiscrimination-by-design) measures could be considered 

content neutral “manner” restrictions if crafted carefully.See 94 Third, rules to combat data biases and 

discrimination and advance algorithmic fairness could be considered content-based compelled 

speech and subjected to heightened or strict scrutiny review. With the Roberts Court taking a broad 

view of the First Amendment, this could spell bad news for the FTC with its more aggressive 

approach toward data-related policies. 

With all of the legal gaps and uncertainties, now more than ever it is incumbent upon the biomedical 

data science community to develop and adopt self-governance strategies to advance algorithmic 

fairness. Contracts between individuals and entities can be used to mandate certain behaviors 

(including data practices and algorithmic uses), and terms of service and privacy policies should be 

examined and revised as appropriate. Moral clauses can address matters of ethical significance and 

impose duties not otherwise required by law (including performance of privacy-by design practices 

and due diligence to detect and remedy biases in algorithms). Feedback mechanisms are needed to 

incentivize responsible and deter detrimental conduct in a biomedical data ecosystem, including, 

e.g., mechanisms for reporting biased algorithms, removing them from further use, and correcting

them. Professional societies have a role to play as well by establishing practice norms and guidance 

and setting enforceable codes of conduct for their members. Self-governance strategies to advance 

algorithmic fairness will continue to require multidisciplinary collaborations and policy-focused 

research, so opportunities to connect on such issues in meaningful, focused, and psychologically 

safe ways (e.g., new or recurring Innovation Labs10) should be supported and prioritized.  

Pacific Symposium on Biocomputing 2023

526



Acknowledgments 

This work was supported in part by the NHGRI Grant No. R01HG011051. The content of this article 

is the author’s responsibility and might not represent the views of the author’s current or former 

funding sources, employers, clients, or any other person or entity. The author is appreciative of the 

constructive feedback on an early conceptualization of a portion of this work she received from 

colleagues during Biolawlapalooza 4.2 at Stanford Law School in May 2022.  

References 

1. G. Gursoy, M. Doerr, J. Wilbanks, et al. Pac. Symp. Biocomput. 2020; 25:736-738.

2. D. Petkovic, L. Kobzik, R. Ghanadan. Pac. Symp. Biocomput. 2020;25:731-735.

3. G. Gursoy, B. Malin, S.E. Brenner. Pac. Symp. Biocomput. 2022;27:417-418.

4. P. Washington, S. Yeung, B. Percha, et al. Pac. Symp. Biocomput. 2021;26:1-13.

5. R. Reich, Pac. Symp. Biocomput. 2022.  https://psb.stanford.edu/previous/psb22/

6. I. Ajunwa, Pac. Symp. Biocomput. 2020. https://psb.stanford.edu/previous/psb20/

7. L. Hunter, Pac. Symp. Biocomput. 2019. https://psb.stanford.edu/previous/psb19/

8. J.K. Wagner, Pac. Symp. Biocomput. 2018. https://psb.stanford.edu/previous/psb18/

9. D. Magnus, Pac. Symp. Biocomput.  2017. https://psb.stanford.edu/previous/psb17/

10. NIH ODSS, InnovationLab: A Data Ecosystems Approach to Ethical AI for Biomedical and Behavioral

Research. Mar 14-18, 2022.

11. NIH OSP. A match made in science: integrating bioethics and biomedical research. 7/20/21. Video

available at https://videocast.nih.gov/watch=42402

12. S. Varma, J. Rubin. 2018. Fairness Definitions Explained. Fairware ’18: IEEE/ACM Internat’l Workshop

on Software Fairness, May 2018, New York, NY, USA, 1-7. https://doi.org/10.1145/3194770.3194776

13. J. Xu, Y. Xiao, W.H. Wang, et al. Algorithmic fairness in computational medicine. EBioMedicine. 2022

Sep 6;84:104250.

14. FAIRNESS, Black’s Law Dictionary (11th ed. 2019)

15. J.L. Roberts, Protecting Privacy to Prevent Discrimination, 56 Wm. & Mary L. Rev. 2097 (2015).

16. E. Lander, A. Nelson. ICYMI: WIRED (Opinion): Americans Need a Bill of Rights for an AI-Powered

World, 10/22/21, https://www.whitehouse.gov/ostp/news-updates/2021/10/22/icymi-wired-opinion-

americans-need-a-bill-of-rights-for-an-ai-powered-world/

17. M. Rotenberg, S. Revanur, Opinion: Time to act now on AI Bill of Rights. The Hill. 7/19/22.

https://thehill.com/opinion/technology/3566180-time-to-act-now-on-ai-bill-of-rights/

18. NIST AI Risk Management Framework, https://www.nist.gov/itl/ai-risk-management-framework

19. L. Heinzerling, The Supreme Court is Making America Ungovernable, The Atlantic, 7/29/22,

https://www.theatlantic.com/ideas/archive/2022/07/supreme-court-major-questions-doctrine-

congress/670618/

20. TransUnion LLC v. Ramirez, 141 S. Ct. 2190, 210 L. Ed. 2d 568 (2021)

21. Dobbs v. Jackson Women’s Health Org., 142 S. Ct. 2228 (2022)

22. West Virginia v. Environmental Protection Agency, 142 S. Ct. 2587 (2022)

23. 303 Creative LLC v. Elenis, 142 S. Ct. 1106, 212 L. Ed. 2d 6 (2022)

Pacific Symposium on Biocomputing 2023

527

https://psb.stanford.edu/previous/psb22/
https://psb.stanford.edu/previous/psb20/
https://psb.stanford.edu/previous/psb19/
https://psb.stanford.edu/previous/psb18/
https://psb.stanford.edu/previous/psb17/
https://videocast.nih.gov/watch=42402
https://doi.org/10.1145/3194770.3194776
https://www.whitehouse.gov/ostp/news-updates/2021/10/22/icymi-wired-opinion-americans-need-a-bill-of-rights-for-an-ai-powered-world/
https://www.whitehouse.gov/ostp/news-updates/2021/10/22/icymi-wired-opinion-americans-need-a-bill-of-rights-for-an-ai-powered-world/
https://thehill.com/opinion/technology/3566180-time-to-act-now-on-ai-bill-of-rights/
https://www.nist.gov/itl/ai-risk-management-framework
https://www.theatlantic.com/ideas/archive/2022/07/supreme-court-major-questions-doctrine-congress/670618/
https://www.theatlantic.com/ideas/archive/2022/07/supreme-court-major-questions-doctrine-congress/670618/


24. Federal Trade Commission Act, 15 U.S.C. §§41-58, as amended

25. J.K. Wagner. The Federal Trade Commission and Consumer Protections for Mobile Health Apps. J Law

Med Ethics. 2020 Mar;48(1_suppl):103-114.

26. FTC Finalized Order with Flo Health, a Fertility-Tracking App that Shared Sensitive Health Data with

Facebook, Google, and Others, 6/22/21, https://www.ftc.gov/news-events/news/press-

releases/2021/06/ftc-finalizes-order-flo-health-fertility-tracking-app-shared-sensitive-health-data-

facebook-google

27. E. Jillson, Aiming for truth, fairness, and equity in your company’s use of AI, 4/19/21,

https://www.ftc.gov/business-guidance/blog/2021/04/aiming-truth-fairness-equity-your-companys-use-

ai

28. FTC Authorizes Investigations into Key Enforcement Priorities, 7/1/21, https://www.ftc.gov/news-

events/news/press-releases/2021/07/ftc-authorizes-investigations-key-enforcement-priorities

29. FTC, FTC Report to Congress on Privacy and Security, 9/13/21, 

https://www.ftc.gov/system/files/documents/reports/ftc-report-congress-privacy-

security/report_to_congress_on_privacy_and_data_security_2021.pdf

30. Statement of the Commission On Breaches by Health Apps and Other Connected Devices, 9/15/21,

https://www.ftc.gov/system/files/documents/public_statements/1596364/statement_of_the_commission

_on_breaches_by_health_apps_and_other_connected_devices.pdf

31. Prepared remarks of Commissioner Rebecca Kelly Slaughter Regarding the Commission’s Policy

Statement on Privacy Breaches by Connected Health Apps, 9/15/21,

https://www.ftc.gov/system/files/documents/public_statements/1596320/rks_remarks_on_health_breac

h_policy_statement_09152021.pdf

32. FTC takes action against company formerly known as Weight Watchers for Illegally Collecting Kids’

Sensitive Health Data, 3/4/22, https://www.ftc.gov/news-events/news/press-releases/2022/03/ftc-takes-

action-against-company-formerly-known-weight-watchers-illegally-collecting-kids-sensitive

33. J.K. Wagner, One Step Closer to Federal Data Privacy Law Reform: H.R. 8152, the American Data

Privacy and Protection Act, 7/27/22. https://pbacyber.com/index.php/2022/07/27/one-step-closer-to-

federal-data-privacy-law-reform-h-r-8152-the-american-data-privacy-and-protection-act-adppa/

34. STANDING, Black’s Law Dictionary (11th ed. 2019).

35. STARE DECISIS, Black’s Law Dictionary (11th ed. 2019).

36. B.J. Murrill, The Supreme Court’s Overruling of Constitutional Precedent, CRS R45319, Sep. 24, 2018.

37. D.J. Sheffner, The Major Questions Doctrine, CRS IF12077, Apr. 6, 2022.

38. NONDELEGATION DOCTRINE, Black’s Law Dictionary (11th ed. 2019).

39. 303 Creative LLC v. Elenis, https://www.scotusblog.com/case-files/cases/303-creative-llc-v-elenis/

40. M.A. Lemley, The Imperial Supreme Court, 7/28/22. 

SSRN: https://ssrn.com/abstract=4175554 or http://dx.doi.org/10.2139/ssrn.4175554

41. D. Solove, D. Keats Citron, Standing and Privacy Harms: A Critique of TransUnion v. Ramirez, 101

B.U.L. Rev. Online 62, 63 (2021).

42. R.J. McGahan, M. G. Lindenbaum, J. Graham, M.L. Todman, No Harm, no Foul…, Nat. L. Rev.,

6/25/21, https://www.natlawreview.com/article/no-harm-no-foul-transunion-v-ramirez-supreme-court-

holds-fed-rule-civ-p-23-does-not

43. Spokeo, Inc. v. Robins, 578 U.S. 330, 136 S. Ct. 1540 (2016)

Pacific Symposium on Biocomputing 2023

528

https://www.ftc.gov/news-events/news/press-releases/2021/06/ftc-finalizes-order-flo-health-fertility-tracking-app-shared-sensitive-health-data-facebook-google
https://www.ftc.gov/news-events/news/press-releases/2021/06/ftc-finalizes-order-flo-health-fertility-tracking-app-shared-sensitive-health-data-facebook-google
https://www.ftc.gov/news-events/news/press-releases/2021/06/ftc-finalizes-order-flo-health-fertility-tracking-app-shared-sensitive-health-data-facebook-google
https://www.ftc.gov/business-guidance/blog/2021/04/aiming-truth-fairness-equity-your-companys-use-ai
https://www.ftc.gov/business-guidance/blog/2021/04/aiming-truth-fairness-equity-your-companys-use-ai
https://www.ftc.gov/news-events/news/press-releases/2021/07/ftc-authorizes-investigations-key-enforcement-priorities
https://www.ftc.gov/news-events/news/press-releases/2021/07/ftc-authorizes-investigations-key-enforcement-priorities
https://www.ftc.gov/system/files/documents/reports/ftc-report-congress-privacy-security/report_to_congress_on_privacy_and_data_security_2021.pdf
https://www.ftc.gov/system/files/documents/reports/ftc-report-congress-privacy-security/report_to_congress_on_privacy_and_data_security_2021.pdf
https://www.ftc.gov/system/files/documents/public_statements/1596364/statement_of_the_commission_on_breaches_by_health_apps_and_other_connected_devices.pdf
https://www.ftc.gov/system/files/documents/public_statements/1596364/statement_of_the_commission_on_breaches_by_health_apps_and_other_connected_devices.pdf
https://www.ftc.gov/system/files/documents/public_statements/1596320/rks_remarks_on_health_breach_policy_statement_09152021.pdf
https://www.ftc.gov/system/files/documents/public_statements/1596320/rks_remarks_on_health_breach_policy_statement_09152021.pdf
https://www.ftc.gov/news-events/news/press-releases/2022/03/ftc-takes-action-against-company-formerly-known-weight-watchers-illegally-collecting-kids-sensitive
https://www.ftc.gov/news-events/news/press-releases/2022/03/ftc-takes-action-against-company-formerly-known-weight-watchers-illegally-collecting-kids-sensitive
https://pbacyber.com/index.php/2022/07/27/one-step-closer-to-federal-data-privacy-law-reform-h-r-8152-the-american-data-privacy-and-protection-act-adppa/
https://pbacyber.com/index.php/2022/07/27/one-step-closer-to-federal-data-privacy-law-reform-h-r-8152-the-american-data-privacy-and-protection-act-adppa/
https://www.scotusblog.com/case-files/cases/303-creative-llc-v-elenis/
https://ssrn.com/abstract=4175554
https://dx.doi.org/10.2139/ssrn.4175554
https://www.natlawreview.com/article/no-harm-no-foul-transunion-v-ramirez-supreme-court-holds-fed-rule-civ-p-23-does-not
https://www.natlawreview.com/article/no-harm-no-foul-transunion-v-ramirez-supreme-court-holds-fed-rule-civ-p-23-does-not


44. D. Keats Citron, D. J. Solove, Privacy Harms, 102 Boston Univ. L. Rev. 793 (2022).

45. Health Information Portability and Accountability Act of 1996, Pub. L. 104-191, 110 Stat. 1936.

46. D. Solove, Further Thoughts on ADPPA, the Federal Comprehensive Privacy Bill, Jul. 30, 2022,

https://teachprivacy.com/further-thoughts-on-adppa-the-federal-comprehensive-privacy-bill/

47. Roe v. Wade, 410 U.S. 113, 93 S. Ct. 705 (1973)

48. Planned Parenthood of Southeastern Pa. v. Casey, 505 U.S. 833, 112 S. Ct. 2791 (1992)

49. J.K. Wagner, A Post-Roe Future Presents Heightened Data Privacy Risks with FemTech, 6/1/22.

https://pbacyber.com/index.php/2022/06/01/a-post-roe-future-presents-heightened-data-privacy-risks-

with-femtech/

50. B. Corbin, The Shifting Data Privacy Landscape for Femtech & Beyond, Med Device Online, 6/29/22,

https://www.meddeviceonline.com/doc/the-shifting-data-privacy-landscape-for-femtech-beyond-0001

51. D. Keats Citron, The End of Roe Means we Need a New Civil Right to Privacy, Slate, 6/27/22,

https://slate.com/technology/2022/06/end-roe-civil-right-intimate-privacy-data.html

52. After the abortion ruling, digital privacy is more important than ever, Washington Post, 7/4/22,

https://www.washingtonpost.com/opinions/2022/07/04/abortion-ruling-digital-privacy-important/

53. R. Torchinsky, How period tracking apps and data privacy fit into a post-Roe v. Wade climate, NPR,

6/24/22, https://www.npr.org/2022/05/10/1097482967/roe-v-wade-supreme-court-abortion-period-apps

54. A. Prince, Reproductive Health Surveillance (7/29/22). https://ssrn.com/abstract=4176557

55. E. Boodman, T. Bannow, B. Herman, C. Ross, HIPAA won’t protect you if prosecutors want your

reproductive health records. STAT News. 6/24/22, https://www.statnews.com/2022/06/24/hipaa-wont-

protect-you-if-prosecutors-want-your-reproductive-health-records/

56. 45 CFR 164.512(f)

57. N. Totenberg, Supreme Court refuses to block Texas abortion law as legal fights move forward, NPR,

12/10/21, https://www.npr.org/2021/12/10/1053628779/supreme-court-refuse-to-block-texas-abortion-

law-as-legal-fights-move-forward

58. K. Zernike, A. Liptak, Texas Supreme Court Shuts Down Final Challenge to Aborton Law, N.Y. Times,

3/11/22, https://www.nytimes.com/2022/03/11/us/texas-abortion-law.html

59. K. Spector-Bagdady, M.M. Mello. Protecting the Privacy of Reproductive Health Information After the

Fall of Roe v Wade. JAMA Health Forum. 2022;3(6):e222656.

60. DHHS Office of Civil Rights (OCR) Guidance on HIPAA and Reproductive Health, 6/29/22,

https://www.hhs.gov/hipaa/for-professionals/special-topics/reproductive-health/index.html

61. J.K. Wagner, Updated DHHS OCR Guidance on Health Information Privacy After Dobbs, 7/27/22,

https://pbacyber.com/index.php/2022/07/27/updated-dhhs-ocr-guidance-on-health-information-privacy-

after-dobbs/

62. Carpenter v. United States, 138 S. Ct. 2206, 201 L. Ed. 2d 507 (2018)

63. D. Solove, Carpenter v. United States, Cell Phone Location Records, and the Third Party Doctrine,

7/1/18, https://teachprivacy.com/carpenter-v-united-states-cell-phone-location-records-and-the-third-

party-doctrine/

64. N. Ram, Genetic privacy after Carpenter, 105 Va. L. Rev. 1357, 1373 (2019) (citing Carpenter at 2223)

65. R. Knox, Fourth Amendment Protections of Health Information After Carpenter v. United States: The

Devil’s in the Database, 45 Am J L & Med 331 (2019)

66. C. Lamar, The Third-Party Doctrine Crossroads…, 39 Rev. Litig. 215 (2019)

Pacific Symposium on Biocomputing 2023

529

https://teachprivacy.com/further-thoughts-on-adppa-the-federal-comprehensive-privacy-bill/
https://pbacyber.com/index.php/2022/06/01/a-post-roe-future-presents-heightened-data-privacy-risks-with-femtech/
https://pbacyber.com/index.php/2022/06/01/a-post-roe-future-presents-heightened-data-privacy-risks-with-femtech/
https://www.meddeviceonline.com/doc/the-shifting-data-privacy-landscape-for-femtech-beyond-0001
https://slate.com/technology/2022/06/end-roe-civil-right-intimate-privacy-data.html
https://www.washingtonpost.com/opinions/2022/07/04/abortion-ruling-digital-privacy-important/
https://www.npr.org/2022/05/10/1097482967/roe-v-wade-supreme-court-abortion-period-apps
https://ssrn.com/abstract=4176557
https://www.statnews.com/2022/06/24/hipaa-wont-protect-you-if-prosecutors-want-your-reproductive-health-records/
https://www.statnews.com/2022/06/24/hipaa-wont-protect-you-if-prosecutors-want-your-reproductive-health-records/
https://www.npr.org/2021/12/10/1053628779/supreme-court-refuse-to-block-texas-abortion-law-as-legal-fights-move-forward
https://www.npr.org/2021/12/10/1053628779/supreme-court-refuse-to-block-texas-abortion-law-as-legal-fights-move-forward
https://www.nytimes.com/2022/03/11/us/texas-abortion-law.html
https://www.hhs.gov/hipaa/for-professionals/special-topics/reproductive-health/index.html
https://pbacyber.com/index.php/2022/07/27/updated-dhhs-ocr-guidance-on-health-information-privacy-after-dobbs/
https://pbacyber.com/index.php/2022/07/27/updated-dhhs-ocr-guidance-on-health-information-privacy-after-dobbs/
https://teachprivacy.com/carpenter-v-united-states-cell-phone-location-records-and-the-third-party-doctrine/
https://teachprivacy.com/carpenter-v-united-states-cell-phone-location-records-and-the-third-party-doctrine/


67. 80 Fed. Reg. 64509-64660 (2015)

68. Clean Air Amendments of 1970, 84 Stat. 1676, 42 U.S.C. §7401 et seq.

69. 84 Fed. Reg. 32520-32584 (2019)

70. J.W. Hampton, Jr. & Co. v. United States, 276 U.S. 394, 409, 48 S. Ct. 348 (1928).

71. Heart of Atlanta Motel v. United States, 379 U.S. 241, 85 S. Ct. 348 (1964).

72. Respondents, Brief in Opposition, 2021 WL 5893335 (Dec. 8, 2021) at 25 and 31-33.

73. Central Hudson Gas & Elec. Corp. v. Pub. Serv. Comm’n, 447 U.S. 557, 573 (1980)

74. Sorrell v. IMS Health Inc., 564 U.S. 552, 131 S. Ct. 2653, 180 L. Ed. 2d 544 (2011)

75. J.L. Pomeranz, United States: Protecting Commercial Speech under the First Amendment, J Law Med

& Ethics. 2022; 265-275, 268.

76. R. K. Collins, D. L. Hudson Jr., The Roberts Court—Its First Amendment Free Expression

Jurisprudence: 2005–2021, 87 Brook. L. Rev. 5 (2021).

77. E. Segall, The Roberts Court, First Amendment Fanaticism, and the Myth of Originalism, 4/12/21,

http://www.dorfonlaw.org/2021/04/the-roberts-court-first-amendment.html

78. N.M. Richards, Reconciling Data Privacy and the First Amendment, 52 UCLA L. Rev. 1149 (2005).

79. C.P. Guzelian, Scientific Speech, 93 Iowa L. Rev. 881 (2008)

80. A. Candeub, Digital medicine, the FDA, and the First Amendment, 49 Ga. L. Rev. 933 (2015)

81. B. Shah, Commercial free speech constraints on data privacy statutes after Sorrell v. IMS Health, 54

Colum. J. L. & Soc. Probs. 93 (2020)

82. S. M. Benjamin, Algorithms and Speech, 161 U. Pa. L. Rev. 1445 (2013)

83. J. Bambauer, Is data speech?, 66 Stan. L. Rev. 57 (2014)

84. J. Blackman, What happens if data is speech? 16 U. Pa. J. Const. L. Heightened Scrutiny 25 (2014)

85. A.M. Sears, Algorithmic Speech and Freedom of Expression, 53 Vand. J. Transnat’l L. 1327 (2020)

86. D.E. Ho, A. Xiang, Affirmative algorithms? The legal grounds for fairness as awareness. Univ. Chicago

L. Rev. Online, 10/30/20, https://lawreviewblog.uchicago.edu/2020/10/30/aa-ho-xiang/

87. P. Kim, Race-Aware Algorithms: Fairness, nondiscrimination and affirmative action, 110 Cal. L. Rev.-

(2022)

88. 303 Creative LLC v. Elenis, 6 F.4th 1160, 1178 (2021) (quoting 515 U.S. at 579 (1995)) and at 1199.

89. DHHS and CMS, NPRM: Nondiscrimination in Health Programs and Activities, Doc. No. 2022-16217,

8/4/22. Unpub. version at https://public-inspection.federalregister.gov/2022-16217.pdf

90. K. Keith, HHS Proposes Revised ACA Anti-Discrimination Rule, Health Affairs, 7/27/22.

https://www.healthaffairs.org/content/forefront/hhs-proposes-revised-aca-anti-discrimination-rule

91. H. Keren, The alarming legal strategy behind a SCOTUS case that could undo decades of civil rights

protections, Slate, 3/9/22. https://slate.com/news-and-politics/2022/03/supreme-court-303-creative-

coordinated-anti-lgbt-legal-strategy.html

92. I. Millhiser, The supreme court will hear a big case about whether religion is a license to discriminate,

Vox, 2/22/22, https://www.vox.com/2022/2/22/22945657/supreme-court-religion-lgbtq-303-creative-

elenis-colorado-discrimination

93. J. Turley, Discrimination or free speech? The Hill, 2/24/22, https://thehill.com/opinion/judiciary/595642-

discrimination-or-free-speech-supreme-court-decides-to-weigh-in

94. City of Austin, Texas v. Reagan Nat’l Advert. Of Austin, LLC, 142 S. Ct. 1464, 212 L. Ed. 2d 418 (2022)

Pacific Symposium on Biocomputing 2023

530

http://www.dorfonlaw.org/2021/04/the-roberts-court-first-amendment.html
https://lawreviewblog.uchicago.edu/2020/10/30/aa-ho-xiang/
https://public-inspection.federalregister.gov/2022-16217.pdf
https://www.healthaffairs.org/content/forefront/hhs-proposes-revised-aca-anti-discrimination-rule
https://slate.com/news-and-politics/2022/03/supreme-court-303-creative-coordinated-anti-lgbt-legal-strategy.html
https://slate.com/news-and-politics/2022/03/supreme-court-303-creative-coordinated-anti-lgbt-legal-strategy.html
https://www.vox.com/2022/2/22/22945657/supreme-court-religion-lgbtq-303-creative-elenis-colorado-discrimination
https://www.vox.com/2022/2/22/22945657/supreme-court-religion-lgbtq-303-creative-elenis-colorado-discrimination
https://thehill.com/opinion/judiciary/595642-discrimination-or-free-speech-supreme-court-decides-to-weigh-in
https://thehill.com/opinion/judiciary/595642-discrimination-or-free-speech-supreme-court-decides-to-weigh-in



