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Accurate interpretation of chest radiograph images and generation of narrative reports is es-
sential for patient care but places a heavy burden on radiologists and clinical experts. While
AT models for automated report generation show promise, standardized evaluation frame-
works remain limited. Here we present the ReXrank Challenge V1.0, a competition in the
generation of chest radiograph reports utilizing ReXGradient, the largest test dataset con-
sisting of 10,000 studies across 67 sites. The challenge attracted diverse participants from
academic institutions, industry, and independent research teams, resulting in 8 new submis-
sions alongside 16 state-of-the-art models previously benchmarked. Through comprehensive
evaluation using multiple metrics, we analyzed model performance across various dimen-
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sions: differences between normal and abnormal studies, generalization capabilities across
healthcare sites, and error rates in identifying clinical findings. This benchmark reveals that
automated chest X-ray report generation remains fundamentally unsolved, with significant
performance gaps between normal and abnormal studies, where even top-performing mod-
els achieve less than 45% error-free reporting on abnormal cases, and substantial variability
across healthcare institutions, indicating that robust, clinically-ready systems require con-
tinued development before widespread deployment.

Keywords: Radiology Report Generation; Benchmark.

1. Introduction

Automating radiology report generation has the potential to dramatically improve clinical
workflow efficiency, reduce reporting delays, and ensure consistent quality in radiology ser-
vices in diverse healthcare settings.!? However, creating Al systems that can match the accu-
racy and nuance of expert radiologists requires overcoming substantial technical and clinical
hurdles.

Previous approaches to automated radiology report generation have shown promise, but
have not yet achieved the reliability required for widespread clinical applications.>* The field
faces several critical obstacles to progress. Existing model comparisons typically employ incon-
sistent data splits and lack standardized evaluation metrics, preventing reliable comparative
analysis across different model architectures. Additionally, commonly used public datasets
often serve dual purposes as both training and evaluation data, failing to adequately test
the models’ ability to generalize to new, unseen distributions.®” To address these challenges,
a standardized evaluation framework called ReXrank® was recently proposed, establishing a
common benchmark for 16 state-of-the-art models across identical evaluation settings. Al-
though this initiative represents an important step forward, further work is needed to push
the domain toward clinical applicability.

To further advance the field, we hosted the ReXrank Challenge V1.0, a comprehensive
competition to evaluate Al-powered chest X-ray report generation models, which ran from
December 1, 2024, to March 15, 2025. This challenge builds on the foundation of the ReXrank
leaderboard, 8 new submissions were received during the challenge period, each employing dis-
tinctive approaches and training sets to the task of generating accurate and clinically relevant
radiology reports from chest radiographs. These submissions, along with 16 state-of-the-art
models previously benchmarked in the initial ReXrank evaluation, were evaluated as part of
the ReXrank Challenge V1.0

In this paper, we present results from the ReXrank Challenge V1.0, providing a compre-
hensive benchmark for Al-powered chest X-ray report generation. We evaluated all partici-
pating models using an expanded set of metrics that included traditional measures (BLEU,?
BertScore, ! SembScore,!! RadGraph,'? RadCliQ,'? RaTEScore!?) as well as newer LLM-
based metrics (GREEN,* FineRadScore!®). We perform detailed analyses of model perfor-
mance across various clinically relevant dimensions, including normal and abnormal studies,
performance variations across different medical sites, and error patterns of the model’s pre-
diction. These stratified evaluations provide critical insight into the real-world applicability of
these models and highlight areas where further development is needed.
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Our comprehensive benchmark provides several key insights for medical ML applications:

e Top models achieving over 80-90% no significant error rates on normal studies while
struggling with abnormal cases (MedVersa leading with 43.32% no significant error rate
but only 11.70% no actionable error rate). This substantial performance gap highlights
that automated radiology report generation remains an unsolved problem, particularly
for clinically significant abnormal findings.

e Model performance varies dramatically across different healthcare sites, even for top-
performing models such as MedVersa, MAIRA-2 and Libra, indicating that achieving
robust cross-institutional generalization remains a significant challenge that requires
diverse training data and targeted adaptation techniques.

e Current evaluation metrics show low consistency, especially traditional metrics that
correlate poorly with newer LLM-based metrics, highlighting the need for evaluation
approaches that better align with clinical needs.

2. Related Work

The automated generation of radiology reports has emerged as a significant research area ad-
dressing the growing demand for imaging services that exceeds radiologist capacity. The field
has evolved from recurrent neural networks to Transformer-based architectures,®> with recent
systems incorporating LLMs such as LLaMA'6 and Vicuna-7B.'" Non-LLM approaches include
BiomedGPT,'"® CheXpertPlus,® CvT2DistilGPT2,' and RGRG,?° while LLM-based systems
like CheXagent,?! RaDialog,?> MAIRA-2,* MedVersa,?? RadFM,?* and Libra?® have trans-
formed the field through visual instruction tuning. The evaluation of automated radiology re-
ports presents unique challenges, as traditional natural language generation metrics do not ac-
count for clinical significance. Specialized metrics have been developed, including CheXbert,!!
which evaluates reports based on the presence of specific pathologies, and RadGraph-F1,!2
which measures the overlap in clinical entities and relations between generated and reference
reports. More recently, ReXrank® has been introduced as a public leaderboard and challenge
for assessing Al-powered radiology report generation. ReXrank incorporates various datasets,
including MIMIC-CXR,?6 TU-Xray,?” and CheXpert Plus,® and employs eight different evalu-
ation metrics to provide a comprehensive assessment of model performance.

3. Overview
3.1. Challenge Design

The ReXrank Challenge, which ran from December 1, 2024, to March 15, 2025, was designed as
a comprehensive competition for evaluating Al-powered chest X-ray report generation models.
This challenge aimed to benchmark model performance across multiple critical dimensions, in-
cluding linguistic quality, clinical accuracy, and generalization capability across diverse clinical
settings.
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3.2. Datasets

The ReXrank Challenge leveraged both public and private datasets for robust report genera-
tion assessment. The private ReXGradient dataset, comprising 10,000 studies collected from
67 U.S. medical institutions, represents one of the largest and most geographically diverse
evaluation sets available. For public evaluation, we utilized the official test splits of MIMIC-
CXR (2,347 studies)?® and TU-Xray (590 studies),?” along with CheXpert Plus’s validation
set (200 studies),® as no official test split was available. Each study may contain multiple
images, all of which were utilized in our evaluation. We specifically focused on the generation
of “Findings” section of reports and filtered out any reports that lacked this section, reducing
the CheXpert Plus evaluation set to 62 studies with available findings sections.

3.3. Models

During the challenge period, we received 8 model submissions from 5 institutions, including
Libra,?> CXRMate,?® CXRMate-ED,? CXRMate-RRG24,3° RadPhi3.5Vision,? DD-LLaVA-
X, MoERad-1U, and MoERad-MIMIC. We compared these submissions with 16 previously
benchmarked report generation models from 10 different institutions:® BiomedGPT-1U,32
CheXagent,?! CheXpertPlus-CheX,® CheXpertPlus-CheX-MIMIC,% CheXpertPlus-MIMIC,5
CvT2DistilGPT2-1U,> CvT2DistilGPT2-MIMIC,> GPT4V 33 LLM-CXR,** MAIRA-2,* Med-
Versa,?? RadFM,?* RaDialog,?? RGRG,?° VLCI-IU,” and VLCI-MIMIC.” The detailed evalu-
ation setup of each models can be found in the appendix.

3.4. Metrics

The ReXrank Challenge employed 8 distinct metrics to comprehensively assess the quality
of generated radiology reports. These included traditional text generation metrics such as
BLEU-2° and BERTScore,!'? alongside domain-specific metrics designed for radiology report
evaluation, including SembScore,!! RadGraph-F1,% RadCliQ-v1,?® and RaTEScore.!® The
framework also incorporated recently developed LLM-based metrics, including GREEN, "
FineRadScore,'® which focus on identifying clinically significant errors. Each metric evaluated
different aspects of the generated reports, from textual similarity to clinical accuracy, enabling
a thorough and multifaceted assessment of model performance. The detailed information can
be found in the appendix.

4. Results
4.1. Model Results Summary

The comprehensive evaluation across multiple datasets revealed several key insights about cur-
rent chest X-ray report generation capabilities. No single model dominated across all metrics,
suggesting that different evaluation metrics capture complementary aspects of report quality
from linguistic similarity (BLEU, BertScore) to clinical accuracy (SembScore, RadCliQ-V1,
RadGraph, RATEScore) and error detection (FineRadScore, GREEN). MedVersa emerged
as the top-performing model on both ReXGradient and MIMIC-CXR, datasets, achieving the

239



Pacific Symposium on Biocomputing 2026

highest 1/FineRadScore (0.475 and 0.365, respectively) and excelling in multiple metrics in-
cluding BertScore and SembScore. On the IU-Xray dataset, CheXpertPlus-MIMIC achieved
the highest 1/FineRadScore (0.622), while CXRMate-ED led on the CheXpert Plus dataset
(0.367). Among the newly submitted models, Libra and CXRMate-ED demonstrated strong
performance, with Libra achieving the highest BLEU score (0.246) on MIMIC-CXR and
CXRMate-ED showing remarkable consistency across diverse institutional datasets. MoERad-
IU excelled on the ITU-Xray dataset, achieving the highest scores in BLEU (0.277), SembScore
(0.641), RadGraph (0.341), and 1/RadCliQ-V1 (1.922). Notably, specialist models trained on
specific datasets generally performed best on their corresponding test sets, highlighting the
challenge of developing models that generalize across institutions.

Table 1. Comprehensive evaluation of medical report generation models on ReXGradient.
Models are ranked by 1/FineRadScore. The best results for each metric are shown in bold
(n=10, 000).

Model-Name BLEU BertScore SembScore RadGraph 1/RadCliQ-V1 RATEScore GREEN 1/FineRadScore
MedVersa 0.210 0.431 0.498 0.202 1.008 0.527 0.532 0.475
MAIRA-2 0.205 0.436 0.462 0.187 0.963 0.559 0.531 0.475
Libra 0.176 0.408 0.474 0.169 0.913 0.544 0.549 0.473
CXRMate-ED 0.202 0.398 0.415 0.187 0.872 0.564 0.518 0.472
CheXpertPlus-MIMIC 0.154 0.341 0.440 0.131 0.778 0.501 0.517 0.471
MoERad-IU 0.227 0.434 0.446 0.247 1.018 0.575 0.494 0.468
CvT2DistilGPT2-MIMIC 0.186 0.374 0.458 0.175 0.866 0.522 0.510 0.468
CXRMate 0.169 0.363 0.479 0.174 0.863 0.545 0.550 0.466
CheXpertPlus-CheX-MIMIC ~ 0.169 0.372 0.440 0.153 0.828 0.516 0.486 0.463
DD-LLaVA-X 0.166 0.387 0.469 0.174 0.886 0.542 0.504 0.459
CXRMate-RRG24 0.150 0.327 0.462 0.152 0.792 0.518 0.408 0.458
RadPhi3.5Vision 0.209 0.383 0.488 0.169 0.891 0.544 0.453 0.458
RGRG 0.190 0.391 0.470 0.169 0.888 0.540 0.487 0.458
CvT2DistilGPT2-IU 0.176 0.394 0.405 0.166 0.839 0.518 0.467 0.456
CheXagent 0.093 0.305 0.366 0.080 0.674 0.428 0.241 0.455
RaDialog 0.188 0.402 0.450 0.158 0.876 0.522 0.435 0.454
VLCI-MIMIC 0.158 0.310 0.400 0.122 0.720 0.487 0.473 0.453
VLCI-IU 0.214 0.365 0.466 0.213 0.894 0.571 0.532 0.451
BioMedGPT-IU 0.099 0.317 0.437 0.157 0.771 0.472 0.388 0.450
MoERad-MIMIC 0.145 0.351 0.406 0.116 0.756 0.508 0.431 0.446
RadFM 0.157 0.365 0.392 0.135 0.775 0.504 0.406 0.437
GPT4V 0.075 0.214 0.337 0.138 0.629 0.470 0.497 0.428
CheXpertPlus-CheX 0.144 0.361 0.428 0.124 0.785 0.475 0.407 0.414
LLM-CXR 0.043 0.182 0.142 0.029 0.507 0.317 0.044 0.326

4.2. Performance Comparison Across Normal and Abnormal Studies

Our analysis of model performance on the ReXGradient dataset reveals significant differences
when comparing normal versus abnormal chest X-ray studies. The results are summarized in
the Appendix tables. For abnormal studies, MedVersa emerged as the top-performing model,
achieving the highest scores in SembScore (0.425), RadGraph (0.169), 1/RadCliQ-v1 (0.856),
and 1/FineRadScore (0.396). This suggests MedVersa has superior capability in detecting
and describing pathological findings, which is critical for clinical utility. In normal studies,
MATRA-2 achieved the highest 1/FineRadScore (0.734), indicating strong clinical accuracy
with minimal required corrections, and it ranked 4th in abnormal studies with 1/FineRadScore
(0.392). Models like MoERad-IU demonstrated superior performance across multiple metrics
for normal studies, achieving the highest scores in BLEU (0.353), BertScore (0.532), Rad-
Graph (0.367), 1/RadCliQ-v1 (2.061), and RATEScore (0.710). While for abnormal studies,
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Table 2. Comprehensive evaluation of medical report generation models on MIMIC-CXR. Models
are ranked by 1/FineRadScore. The best results for each metric are shown in bold(n = 2,347).

Model-Name BLEU BertScore SembScore RadGraph 1/RadCliQ-V1 RATEScore GREEN 1/FineRadScore
MedVersa 0.209 0.448 0.466 0.273 1.103 0.550 0.374 0.365
CheXpertPlus-MIMIC 0.145 0.361 0.375 0.170 0.788 0.485 0.311 0.363
CheXpertPlus-CheX-MIMIC  0.142 0.367 0.379 0.181 0.805 0.490 0.305 0.363
CvT2DistilGPT2-MIMIC 0.126 0.331 0.329 0.149 0.719 0.432 0.268 0.362
Libra 0.246 0.431 0.405 0.222 0.944 0.529 0.351 0.362
CXRMate 0.198 0.367 0.423 0.220 0.870 0.521 0.338 0.362
DD-LLaVA-X 0.154 0.348 0.402 0.182 0.801 0.505 0.301 0.361
RaDialog 0.127 0.363 0.387 0.172 0.799 0.485 0.273 0.359
MAIRA-2 0.088 0.308 0.339 0.131 0.694 0.517 0.224 0.359
CXRMate-RRG24 0.198 0.367 0.423 0.220 0.870 0.521 0.338 0.359
CXRMate-ED 0.208 0.383 0.396 0.223 0.872 0.531 0.327 0.358
VLCI-MIMIC 0.136 0.304 0.305 0.140 0.680 0.450 0.256 0.357
RadPhi3.5Vision 0.223 0.386 0.431 0.207 0.888 0.534 0.294 0.356
CheXagent 0.113 0.346 0.347 0.148 0.741 0.474 0.257 0.355
MoERad-MIMIC 0.163 0.341 0.334 0.143 0.726 0.465 0.240 0.354
RGRG 0.130 0.348 0.344 0.168 0.755 0.491 0.273 0.352
CheXpertPlus-CheX 0.077 0.314 0.325 0.142 0.698 0.469 0.225 0.351
RadFM 0.087 0.313 0.259 0.109 0.650 0.450 0.185 0.351
VLCI-IU 0.075 0.263 0.212 0.109 0.599 0.449 0.210 0.347
CvT2DistilGPT2-1U 0.055 0.303 0.191 0.103 0.613 0.448 0.164 0.347
MoERad-IU 0.064 0.321 0.213 0.122 0.643 0.455 0.174 0.347
GPT4V 0.068 0.207 0.214 0.084 0.558 0.423 0.161 0.343
BioMedGPT-IU 0.020 0.192 0.224 0.059 0.544 0.360 0.123 0.341
LLM-CXR 0.037 0.181 0.156 0.046 0.516 0.341 0.043 0.307

Table 3. Comprehensive evaluation of medical report generation models on [U-Xray. Models are
ranked by 1/FineRadScore. The best results for each metric are shown in bold (n = 590).

Model-Name BLEU BertScore SembScore RadGraph 1/RadCliQ-V1 RATEScore GREEN 1/FineRadScore
CheXpertPlus-MIMIC 0.178 0.386 0.593 0.169 0.988 0.585 0.661 0.622
CvT2DistilGPT2-MIMIC 0.199 0.422 0.609 0.209 1.126 0.606 0.682 0.608
MAIRA-2 0.219 0.477 0.604 0.233 1.298 0.627 0.194 0.599
CXRMate-RRG24 0.245 0.456 0.638 0.302 1.458 0.666 0.680 0.598
CXRMate-ED 0.225 0.464 0.557 0.249 1.220 0.655 0.685 0.597
RGRG 0.216 0.437 0.602 0.223 1.174 0.620 0.665 0.596
Libra 0.192 0.461 0.616 0.210 1.226 0.623 0.674 0.593
MoERad-IU 0.277 0.525 0.641 0.341 1.922 0.684 0.665 0.587
MoERad-MIMIC 0.171 0.420 0.559 0.178 1.020 0.603 0.584 0.579
CheXpertPlus-CheX-MIMIC ~ 0.198 0.453 0.593 0.211 1.179 0.618 0.648 0.576
DD-LLaVA-X 0.189 0.443 0.600 0.233 1.204 0.636 0.671 0.574
CheXagent 0.116 0.353 0.488 0.139 0.827 0.503 0.389 0.574
RadFM 0.200 0.459 0.566 0.230 1.187 0.627 0.615 0.572
MedVersa 0.206 0.527 0.606 0.235 1.460 0.650 0.631 0.569
CXRMate 0.181 0.418 0.625 0.213 1.146 0.637 0.730 0.565
CvT2DistilGPT2-IU 0.244 0.482 0.548 0.265 1.283 0.620 0.686 0.563
RadPhi3.5Vision 0.248 0.433 0.607 0.220 1.166 0.634 0.597 0.552
VLCI-IU 0.268 0.455 0.619 0.288 1.381 0.679 0.698 0.551
GPT4V 0.076 0.274 0.405 0.146 0.708 0.517 0.651 0.550
CheXpertPlus-CheX 0.157 0.413 0.495 0.153 0.920 0.534 0.541 0.548
BioMedGPT-IU 0.142 0.375 0.522 0.213 0.956 0.543 0.523 0.543
RaDialog 0.201 0.444 0.544 0.205 1.086 0.586 0.586 0.543
VLCI-MIMIC 0.139 0.364 0.483 0.220 0.913 0.578 0.474 0.488
LLM-CXR 0.033 0.186 0.057 0.023 0.486 0.280 0.025 0.302

it ranked 13th with a 1/FineRadScore of 0.379 and a 1/RadCliQ-v1 score of 0.755, showing
a substantial performance drop when handling pathological cases. Most models performed
substantially better on normal cases compared to abnormal ones, with average 1/RadCliQ-v1
scores approximately 40-50% higher for normal studies. This pattern is consistent with pre-
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Table 4. Comprehensive evaluation of medical report generation models on CheXpert Plus. Mod-
els are ranked by 1/FineRadScore. The best results for each metric are shown in bold (n = 62).

Model-Name BLEU BertScore SembScore RadGraph 1/RadCliQ-V1 RATEScore GREEN 1/FineRadScore
CXRMate-ED 0.157 0.324 0.316 0.175 0.723 0.498 0.265 0.367
RadPhi3.5Vision 0.198 0.353 0.437 0.217 0.860 0.510 0.243 0.356
MAIRA-2 0.163 0.359 0.355 0.189 0.788 0.485 0.273 0.352
CXRMate-RRG24 0.157 0.315 0.411 0.218 0.801 0.521 0.276 0.350
CheXpertPlus-CheX-MIMIC  0.153 0.335 0.404 0.207 0.808 0.497 0.274 0.348
CXRMate 0.135 0.289 0.327 0.138 0.678 0.425 0.235 0.348
CvT2DistilGPT2-MIMIC 0.124 0.267 0.266 0.119 0.626 0.420 0.215 0.346
CheXpertPlus-MIMIC 0.140 0.292 0.294 0.134 0.663 0.430 0.238 0.344
Libra 0.165 0.343 0.318 0.171 0.738 0.477 0.265 0.344
DD-LLaVA-X 0.085 0.318 0.385 0.172 0.753 0.476 0.206 0.343
MoERad-MIMIC 0.122 0.267 0.300 0.120 0.641 0.434 0.166 0.343
CheXpertPlus-CheX 0.150 0.342 0.377 0.191 0.786 0.487 0.237 0.343
MedVersa 0.129 0.323 0.344 0.147 0.719 0.470 0.243 0.343
CheXagent 0.123 0.278 0.269 0.125 0.638 0.434 0.183 0.341
MoERad-IU 0.075 0.284 0.175 0.102 0.595 0.390 0.127 0.341
VLCI-IU 0.106 0.220 0.170 0.094 0.555 0.418 0.194 0.339
GPT4V 0.081 0.215 0.234 0.082 0.568 0.415 0.152 0.339
RGRG 0.154 0.315 0.274 0.140 0.674 0.453 0.216 0.337
RadFM 0.081 0.235 0.216 0.080 0.572 0.396 0.096 0.333
RaDialog 0.131 0.312 0.353 0.138 0.709 0.445 0.211 0.333
CvT2DistilGPT2-1U 0.084 0.267 0.155 0.098 0.577 0.382 0.147 0.332
VLCI-MIMIC 0.120 0.229 0.251 0.101 0.589 0.384 0.165 0.330
BioMedGPT-IU 0.022 0.200 0.241 0.056 0.552 0.351 0.118 0.320
LLM-CXR 0.041 0.162 0.211 0.037 0.519 0.321 0.022 0.291

vious research showing that Al systems typically find it easier to describe normal anatomical
structures than to detect and characterize pathological findings.

4.3. Error Rates Analysis Across Normal and Abnormal Studies

Figure 1 presents a comprehensive comparison of error rates across multiple AT models when
generating radiology reports for both abnormal and normal chest X-ray studies from the
ReXGradient dataset. The visualization reveals several important patterns. All models demon-
strate significantly higher no actionable error rates for normal studies compared to abnormal
ones, with most models achieving 60-75% no actionable error rates for normal studies but only
5-15% for abnormal studies. For abnormal studies, MedVersa performs best with a 43.32%
no significant error rate, closely followed by CXRMate-ED (43.05%) and MAIRA-2 (41.98%).
However, when examining the no actionable error rate (dark blue bars), these values drop
dramatically to only 11.70%, 13.00%, and 10.78% respectively, highlighting how frequently
these models make at least some errors in abnormal cases. Performance on normal studies
is consistently stronger across all models. MAIRA-2 achieves the highest no significant error
rate at 91.95%, followed by Libra (89.10%) and MedVersa (89.01%). The no-error rates for
normal studies are also substantially higher, with many models exceeding 60-70%. There’s
considerable variability in model performance rankings between abnormal and normal cate-
gories. While some models like MedVersa and MAIRA-2 maintain strong performance in both
categories, others show notable differences. For instance, MoERad-IU performs relatively well
on normal studies (90.21% no significant error rate) but drops significantly for abnormal stud-
ies (38.06%). This analysis underscores the persistent challenge in developing Al systems that
can accurately report abnormal findings in chest X-rays.
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Error Rates for ReXGradient Dataset
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Fig. 1. Comparison of error rates for Al-generated radiology reports on the ReXGradient Dataset.
The chart shows no-actionable-error rates (dark blue) and no-significant-error rates (teal) for both
abnormal studies (left) and normal studies (right).

4.4. Analysis of Results on Different Sites

Figure 2 shows model performance variability across the 30 different healthcare sites rep-
resented in the ReXGradient dataset. As shown, MAIRA-2 and Libra demonstrate the most
robust performance across sites, ranking in the top positions for the majority of sites. MAIRA-
2 particularly excels, achieving first place in 8 sites and rarely falling below 6th place except
for a few outliers. CheXpertPlus-MIMIC and MedVersa show generally strong performance
but with noticeable variability. MedVersa, for instance, ranks first in several sites (particularly
sites 1, 14, 19) but unexpectedly drops to much lower rankings (17th, 19th, 20th) in others
(sites 10, 22, 28). The considerable performance fluctuation of models across different sites
highlights the challenge of developing Al systems that generalize well across diverse clinical
settings. For example, CXRMate performs excellently in some sites (ranked 1st in sites 4, 14,
16) but poorly in others (21st in institution 26). The substantial rank variability for most
models (except the very top and bottom performers) suggests that current Al approaches
for radiology report generation face significant challenges in generalizing across different in-
stitutional data distributions, which may reflect variations in patient demographics, imaging
protocols, or radiologist reporting styles. Some models show similar performance patterns
across certain groups of sites, potentially indicating similarities in those sites’ data character-
istics. For example, MAIRA-2 performs particularly well in sites 0-6 but shows more variable
performance in sites 10-15. This analysis underscores the importance of evaluating AT models
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across diverse institutional datasets before deployment in clinical settings, as performance can
vary dramatically depending on the specific healthcare environment.

Model Rankings Across Different Institutions
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Fig. 2. Model Rankings Across Different Sites. The heatmap displays the performance ranking of
24 Al models (rows) across top 30 different healthcare sites (columns) in the ReXGradient dataset,
with darker blue representing better rankings (1 being the best).

4.5. Analysis of Current Evaluation Metrics

Our analysis of the correlation between different evaluation metrics across multiple chest X-
ray datasets reveals important insights about their relationships and potential redundancies.
Figure 3 presents the correlation matrices for ReXGradient, MIMIC-CXR, IU X-ray, and
CheXpert Plus datasets. We observe strong positive correlations (>0.75) between traditional
text matching and NER-based metrics, particularly between BertScore and 1/RadCliQ-v1
(0.90), as well as between RadGraph and 1/RadCliQ-v1 (0.84) on IU X-ray. This suggests
these conventional metrics may capture similar aspects of report quality. However, the LLM-
based metrics, GREEN and 1/FineRadScore, show weaker correlations with traditional met-
rics (mostly < 0.60) and moderate correlation with each other (0.59), suggesting they capture
unique dimensions of report quality that text matching and NER-based approaches miss. No-
tably, correlation patterns remain remarkably consistent across all four datasets, indicating
the robustness of these relationships regardless of the data source. These findings highlight
the complementary nature of LLM-based and traditional evaluation approaches, suggesting
that comprehensive assessment of radiology reports requires metrics from both categories.
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Fig. 3. Pearson correlation coefficients between eight evaluation metrics for the ReXGradient,
MIMIC-CXR, IU X-ray, and CheXpert Plus datasets.

5. Discussion

Our comprehensive evaluation of Al-powered chest X-ray report generation models offers im-
portant insights into the current state of automated radiology reporting and reveals several
key implications for both technical development and clinical implementation. The ReXrank
Challenge demonstrates substantial progress in the field, with top-performing models like Med-
Versa, MAIRA-2, and Libra achieving impressive metrics across diverse institutional datasets.
However, the significant performance gap between normal and abnormal studies—with even
the best models showing no significant error rates below 45% for abnormal cases compared
to over 90% for normal studies, highlights a fundamental challenge: current Al systems excel
at identifying normal studies but struggle significantly with accurate pathology detection and
characterization.
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Technical Implications. Our analysis of model performance across multiple healthcare
sites reveals substantial variability, with most models showing inconsistent rankings across
different sites. This finding underscores the critical importance of developing robust cross-
institutional generalization capabilities. Models trained on diverse datasets (e.g., MedVersa,
MATRA-2) demonstrated more consistent performance compared to those trained on homo-
geneous datasets (e.g., Libra), suggesting that exposure to varied reporting styles and patient
populations may improve generalization. Our evaluation metric analysis reveals important
insights for model assessment. The relatively weak correlation between LLM-based metrics
(GREEN, FineRadScore) and general lexical metrics (BLEU, BERTScore) suggests they cap-
ture complementary aspects of report quality. This reveals a significant limitation of general
lexical metrics that prioritize stylistic consistency over clinical accuracy. There remains sub-
stantial room for improvement in developing metrics that better align with clinical needs, such
as HeadCT-ONE, 3¢ which utilizes ontology normalization to make evaluation more robust to
variations in radiological language while allowing customizable weighting of different clinical
entities.

Clinical Implications. The observed error rates, particularly in abnormal studies where
fewer than 45% of cases are error-free, indicate that the technology is not yet ready for fully
autonomous reporting. Nevertheless, these models show considerable promise as assistive tools
that can generate preliminary report drafts for radiologist verification and refinement. This
collaborative approach has the potential to simultaneously reduce radiologist workload and
enhance clinical accuracy, as multiple recent studies have substantiated .3:373%

Future Directions Our findings suggest several promising directions for advancing auto-
mated radiology report generation:

e Improving abnormality detection. Future research should focus specifically on
enhancing model performance for abnormal studies, perhaps through preference fine-
tuning,®® or two-stage approaches combining classification/segmentation with report
generation.??

e Cross-institutional robustness: Developing techniques to improve generalization
across diverse clinical settings represents a critical research priority. This might in-
clude domain adaptation methods, adversarial training to reduce institutional bias, or
federated learning approaches that preserve privacy while leveraging multi-institutional
data.*! Initiatives such as MAIDA,*? which coordinates data sharing from 69 hospi-
tals across 28 countries, offer promising frameworks for collaborative data sharing that
could help address these challenges while ensuring diverse representation across global
healthcare environments.

e Enhanced evaluation frameworks: The complementary nature of different evalua-
tion metrics suggests value in developing more comprehensive assessment frameworks
that combine strengths of traditional and LLM-based approaches while addressing their
respective limitations.
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e Human-AI collaboration: Given the performance gap between normal and abnormal
cases, research into effective human-Al collaboration workflows could help optimize the
clinical utility of these systems while ensuring patient safety.

Limitations. Our study has several important limitations to consider. First, while ReX-
Gradient represents one of the largest and most diverse evaluation datasets to date, it still
cannot fully capture the heterogeneity of chest X-ray imaging and reporting practices globally.
Cultural and regional variations in radiology practice may impact the generalizability of our
findings. Second, our evaluation framework did not systematically account for the presence
of prior studies. Some models are designed to incorporate prior imaging and reports as addi-
tional context, but our standardized evaluation did not consistently leverage this capability
across all models. Additionally, ground truth reports often contain references to prior stud-
ies and temporal changes that may be difficult for models to generate without access to the
relevant prior information. This limitation may disadvantage models designed to utilize longi-
tudinal data and could explain some performance variations across different clinical scenarios.
Third, our evaluation relied on comparing Al-generated reports to human-written references,
which inherently assumes that the reference reports are optimal. However, inter-radiologist
variability in reporting style and content means that valid alternative phrasings or obser-
vations might be unfairly penalized by reference-based metrics. Fourth, while we employed
multiple evaluation metrics to assess different aspects of report quality, these metrics cannot
fully capture the clinical utility of generated reports. Important factors like actionability, clin-
ical relevance, and communication effectiveness are challenging to quantify with automated
metrics. Finally, our analysis focused on English-language reports, limiting generalizability
to non-English healthcare settings. Language-specific nuances and reporting conventions may
impact both model performance and metric reliability in other languages. Despite these lim-
itations, the ReXrank Challenge provides valuable insights into the current capabilities and
limitations of Al-powered chest X-ray report generation, establishing important benchmarks
and highlighting critical areas for future research and development.
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