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In this paper, we review the qualitatiteols developed by our group for the analysis of
regulatory networks. Focusing on the dynamical and biological roles of feedback circuits, this
method can be applied in the context lwfth logicaland differential formalismsThis
approach already led to seveinteresting results about the relation between ribéwvork

structure and the corresponding dynamical properties. In particular, it could be shown that at
least one positive regulatory circuit is necessary to generate multistationarital{eenative

states of gene expression), whereas at least one negative circuit is necessary to generate a
stable oscillatory behavior. Applications to the analysis of complex gene networks, as well as
to the synthesis of regulatory models to account for global expression data are discussed.

1. Introduction

This decadewill probably be remembered ashe “genome decade”. Indeed,
almost a dozen of microorganissequencebavealreadybeen completed, including
mainly bacteria but alsB. cerevisiaeln addition, many other genomic projects are
well on their way, including thosdealingwith Man, Mouse,A. thaliana, C.
elegansandD. melanogasteiHowever, there is a long way to go front@mplete
genomicsequence to &unctional understanding ofthe correspondingorganism.
Even in thecase ofE. coli, the besttharacterizedree-living organism, theecent
completion of the DNA sequence let us with a lot of open questemasding gene
function, regulatory mechanisms, or global integration.

Besides genome sequencing, a series of large scale analyses have been initiated,
aiming at uncovering the functional organization of cells.oider to disentangle
gene regulatory networks at the level of the whole orgarssweralgroupsstarted
systematic global studies afene expressiomnd DNA-protein interactions in
different conditions (1, 39, 40). Clearly, such timespace scalsnapshots ofjiene
expression in various conditions will be of great help in the delineation of the main
regulatory pathways. As a complement to these experimental approaches, there is an
increasingneed for efficient theoreticaltools and formal frameworks toderive
regulatory structures from partial expression data (3, 4, 15, 23).

About three decadesago, several groups independently started talevelop
gualitative tools for the dynamical analysis of gene regulatory networks (5, 8-10). In
this paper, wereview the work performed atthe Université Libre deBruxelles,
leading to thedevelopment of &et of theoretical concepémdformal toolswhich



could be ofsome help to the global analysis gégne regulatory networks (25-28,
31-38). In the next section, we introduce the key concept of feedback circuit, as well
as a description of the classificatiandthe properties of these circuits. Tthérd
section is devoted to a brief description of the general logical formalism developed at
Brussels. The fourth section briefly discusses the use of the logical formalism vs.
the use of the more classicdifferential formalism. Finally, the fifthsection
introduces two different uses of our qualitative method‘aaalytic” or “deductive”
approachwhich proceeddrom the model toits implications,and a“synthetic” or
“inductive” approach which proceeds from the experimental data to possible models.

2. Biological and dynamical and roles of feedback circuits

A “feedbackcircuit” (or “feedbackloop”) is just acircular chain ofinteractions.
Most often in biology, these interactiohavedefinedpositive or negativesigns.

For any circuit, onecan easily checkthat eachelement exerts aimdirect effect on
itself which has the same sigior all elements of the circuitleading to the
definition of the “circuit sign”. In fact, this sign onlgepends orthe parity of the
number of negative interactions involved in the circuit: if this number is even, then
the circuit is positive; if this number is odd, then the circuit is negative.

Biologists have beeraware ofthe interesting properties of specific genetic or
biochemical (or mixed) feedback circuits for a long time (e.g., 13, 19). However, the
clear delineation of the two classesfeédbackcircuits andtheir strikingly different
properties is moreecent (see Tabl&). It has been conjectureqd34) and more
recentlydemonstrated6, 16, 22, 28, 37) that a positive circuit is aecessary
condition for multistationarityand anegative circuit (with two or morelements)
for stable periodicity. Biologically, this means that positive circartsrequired for
differentiative decisions and negative circuits for homeostasis.

Characteristics Positive circuits Negative circuits
Number of negative interactions Even Odd
Typical dynamical property Multistationarity Periodicity
Typical biological property Differentiation Homeostasis

Table 1.Main characteristics of positive and negative feedback circuits.

It is essential to clearlyealizethat appropriate circuitsare necessarput not
sufficient conditions. Indeed, in order to actually manifest multistationarity or stable
periodicity, the system must alstisplay appropriate nonlinearitieend proper
parametervalues. We say that feedbackcircuit is “functional” when it actually
generates the dynamics corresponding to its sign.

-2.



In the context of the logical description, we associateharacteristicstate” to
eachfeedbackcircuit (or union of circuits), which islefined aghe statdocated at
the threshold values involved in thércuit. In fact, it can beshown that the
parameterconditionsrequired tohave a circuit functionabre identical to those
required to have the corresponding characteristic state stationary (21).

This concept of characteristic state can be extended to continuous descriptions as
follows. When a positive circuit is functional, it usuatignerates a separatrix. On
this separatrix is found one of the steady states of the system, e.g., a saddle point for
a two-variable positive circuit. This unstablesteady state, alwaysfound in
association with the property afiultistationarity, is thuscalled the characteristic
state of the circuit. Similarlywhen a negative circuit is functional, ofiads a
steadystateassociatedvith the periodic motion. This steadystate is typically a
focus (although it may be an unstabiede) inthe case of awo-element negative
circuit (see also 35 and 38).

3. Kinetic logic and its application to gene networks

Biological regulatory interactions are usually nonlinear, thus rendering analytical
approaches problematic. This is why Sugita (24), Kauffman (8-10) and others
looked for a qualitative representation of regulatory networks. Our group was led to
develop an asynchronous logical formalization whose generalized version can be
characterized as follows:

1) Asynchronous updating of the state vector (31).

2) Whenever needed, use of multilevel variablgsapxd functions (X (33)*

3) Explicit consideration of thresholdalues for thevariable and functions (35).
Thus, xand X O {0, s®, 1, &, 2, ...}; states involving only integer values (0, 1,
2, ...) are called “regular states” (e.g., 00, 01, eihgreasstates involving one or
more threshold values are called “singular states” (e.§’, €8, etc.).

4) Use of logicalparameters to quantifgingle interaction or combinations of
interactions exerted on asame element (e.g., K K;;, K, etc.); these
paperameters can take the same values as the corresponding vaf2dhlas).

Formally, a regulatory network can be fully described by a set of three matrices,
which contains the signs of the interactions, theesholds associated to these
interactions, and the values of the corresponding logical parameters, respectively.

As an illustration, we present below the matriassociated to aimple three-
element network, whose concrete concrete nature will be described in section 5. The
matrix of interactions is:

! Even though logical variables and functions have the same dimension, it is
convenient here to assimilate the variables to the presence/absence of the gene
products, and the functions to the state ‘on’ or ‘off’ of the genes.
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a b C
a + + -
b + +
c - + +

in which box 11 (first row, first column) tells us thg&nea regulates itself
positively; box 12 (first row,secondcolumn) tells us thageneb activates the
expression of gena, etc. Just by looking at this matrix, vean identifyall the
feedback circuits of the system: two positive one-element circuits involving genes
andc, respectively; three positive two-element circuits involvgenesa andb, a
andc, andb andc, respectivelyplus two negative three-elemestrcuits: abc and
acb. Now, let us consider the following threshold matrix:

a b C
a 1 1 1
b 2 2
c 1 1 1

in which box 11 tells us that auto-regulationgeinea occurs overthe first
functional threshold ofts product;box 21 (row 2, column 1) tells us that the
activation ofb by a occurs over the second functional thresholgmiducta.? Note
that to both genea andc are associatethree-levellogical variables (taking the
integer values 0, And2), whereas a Boolean variable is associated to benke
use multilevelvariablesonly when it is biologically justified(see section 5).
Finally, we introduce the following matrix of logical parameters:

Ki Kil Ki2 Ki3 I<i12 Kil3 Ki23 Ki123
ai=y L ol o[ ol of of 1] 1 2
b= o[ 1] o] 1 1
ci=3)f ol ol ol o 27 17 o 2

in which the first column (Ks) gives the logical weight of the basal expression,
i.e., in the absence of activators and in the presence oépabissors (herall these
are considered as null); column 2, {K) gives the logical weighs of the activation
by genea of itself (first row), ofb (second row)and ofc (third row), respectively;
the other rowslefinethe logical weight ofcombinedactions of thethree genes,

2 In our preceding papers, these first two matrices are compacted into a single one which
contains both the interaction signs and the corresponding thresholds.
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exerted on a given gene. For example, box 26 (second row, sixth column) gives the
logical weight (=1) of the combined contributions of functional levels of the
products of genea andc on the expression of gebe thus enabling theroduct of
geneb to reachits first functional level. Empty boxesorrespond to parameters
irrelevant in the context dhis example. Note that thgarameters standing on a
same line are not independent. For example, we necessarily hawe, K< K, ;, <
Kl.123

Given the three preceding matrices, our simplethree-element network is
completelydefined. Onthe basis of this matrix, weanfill the state table of the
system, which contains tlaifferentinteger values of theariable vectorand the
corresponding function values (Table*2).

abc ABC
00O 000
001 001

002 011
010 101
011 002

012 012
100 100

101 000
102 010
110 200
111 000
112 010
200 110
201 010
202 010
210 210
211 010
212 010

Table 2. State table for our three-variable network.

The left column (“state” vectogimply lists all possibléregular” or “integer”
states of the system. As the system comprises one binary artérivaoy variables,
there are 3*3*2=18 combinations or rows. The right col(fimage” or “function”
vector) gives theorresponding/alues of the functions A, Bnd C. Whenever the
variableand function vectors hav@lenticalvalues, wehave a stablestate. Thus,

3 More details on logical parameters and functions are found in 35 and 37, including a
detailed explanation of the derivation of the function values from the matrices .

-5-



our table contains 5 “regular” stable states, which are written in bold in the table. In
addition, the system comprises four “singular” steady states, vanédl unstable:
s00, 008", S?Ps%0, and 08’S® (not shown). Note thatach ofthese singular
steady states atecated onthe thresholdgorresponding to &edbackcircuit; e.g.,

S™00 is located on the threshold corresponding to the auto-activation ohgene

To any other regular values of the state vectwresponds aeast oneorder of
commutation. For example, the image of state 002 is 011. This mearnbetats
an order to express gebeand to slow down expression of gemeln such case, we
consider thatdepending orthe correspondingynthesisand degradatiodelays, the
following statecan be eithef12 or 001.Indeed, it isvery unlikely that the two
corresponding delays of commutation would be exactly identical. Thus, weropt
fully asynchronous updating dftates, which infact includesthe synchronous
approach as a particular cdse.

At this stage, wehave describedhow to proceedfrom a defined regulatory
system to theorresponding qualitative dynamiddote thateven inthis case we
need only qualitative data about the regulatory systerstudied: signs of the
interactions, orders of the corresponding thresholds, interaction weights.

However, in most concrete cases, even such qualitdsiearepartly lacking.
In particular, thresholdandweightsare poorly estimated. In thisase, the logical
approachstill constitutes apowerful tool to consideralternative modelsFirst
becausethe parameterand variable spacesonsist of finite numbers ofliscrete
values, rendering an exhaustive analysis tractable. Sebecal)se it igpossible to
proceed directly from the matrix of interaction and make a “feedback circuit analysis”
of the system.

Indeed, asmentioned earlier,feedback circuits clearly constitute the key
dynamical determinants of regulatosystems. In the context of thgeneralized
logical formalism, byhand orusing a computer program, orman derive the
parameterconstraints for anyeedbackcircuit to be functional,i.e., to generate
multistationarity if the circuit is positive, tgenerateone singleattractor if the
circuit is negative. In additiongompatibility between differenfunctional circuits
can beinferred just by checking whethethe correspondingsets of parameter
constraints are consistent.

In fact, the values included in the matrixgdrameters abowsere chosen such
that both one-element and all three two-element positive cira@simultaneously
functional, at least in part of theariable spacewhereasthe two negativehree-
variable circuitsarenot. Thisparameteset thus maximizes multistability in the

4 More information on singular steady states and feedback circuits are found in 21 and 38.
5 Definitions of commutation delays are included in 33 and 35.
% For a detailed explanation about how parameter constraints for circuit functionality are
computed, see 35 or 37. For a brief description of the computer algorithm, see 25.
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system, leading to the five regular stable states and the four unstable sitepdsr
sates mentioned above.

It is possible tocheckthat the multistablebehavior directlydepends on the
functionality of the positivefeedback circuits. Indeed, changing some of the
parametersuch that the functionality of some of these positive circuitéosd,
irremediably leads to the simultaneous loss of some steady states of the system.

Note that, as no negative feedback circuit is functional fop#vameter values
chosenthere is no trace diomeostatic or cyclic behavior. In fact, fieind that
there is no parameter combinations such that any of these negative circuits would be
functional simultaneously with all five positive circuits.

4. Logical vs. differential modeling

The generalizedogical formalism hasalready been used to model various
biological regulatory networks, includirgenenetworks, immunological systems,
neural networks, etc. (14, 26, 27, 33, 35, and references herein). In many cases, the
logical approach proved to be convenient, firstause othe qualitative dimension
of the data available, second for the availability délyy analytic approachThus,
the logical method and the feedback loop analysis certainly constitute an interesting
alternative to differential approaches. @ otherhand, the logical approach can
also be used to get a first overview of the dynamical properties of a set of differential
equations, thus helping to the building and refinement of the corresponding model.

In the differential context, a feedback circuit is formally defined as a
combination of terms of the Jacobian matrix of the system, wiitesforming a
circular permutation. Whenever these tetmasefixed signs, a plus or minus sign
can be attributed to the circuit, i.e., the sign of the product of the terms involved in
the circuit. We have to mention here that the relabietweenfeedbackcircuits and
dynamical properties is perfectly establishmdy in the context of the logical
systems or ofpiece-wise lineadifferential systems (seeg.g., 20).Nevertheless,
even in the case ofother type of differential systems (e.g.,including linear
functions, various non-linearities, etc.), a logicedricature may often be
established, leading to &rst delineation of thedynamical properties of the
corresponding differentialsystem?. Dynamical differences arethen regularly
observedput theseare usually easilyunderstood byanalyzing themost striking
differences between the original differential system and its logical schematic.

" One example of this use of the logical approach can be found in (14), dealing with the
modelling of the neuro-endocrine regulation of the immune response.
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5. Analytic vs. synthetic approaches

In the section 3, we presented a logical model in terms of predefined matrices of
interactions and thresholds. From there, we mentioned two approaches: According to
the first one, logicaparameteraluesare chosen inorder toperform asimulation
and check the dynamical behavior(steady states, commutationorders, etc.).
Following the second approach, one first identifies all feedback loops sfystem,
then computes the constraints on the logical parameter to have each of these circuits
functional, to finally checktheir compatibility. In this lattecase, reasoning in
terms of dynamical propertiesand circuit functionality helped us to derive
appropriate sets of logical parameter values. Nonetheless, both approaches start from
a matrix of interaction to look for sonspecific dynamicaproperties, thus falling
in the category of “analytic” or “deductive” approaches.

However, it is often the case that one wantprticeedinsteadfrom the data to
the models, in other words to use a “synthetic*inductive” approach (sealso 33
and 35). To introduce such a synthetic use of the logical method, let us mention a
simplified example coming from plant developmental genetics.

In Arabidopsis flowers are composed of foudifferenttypes of organs: sepals,
petals, stamensand carpels. Mutations studieked to the proposition of a
combinatorial model called the ABC mod@)). Following this modeleach organ
would result from one or two combined functions chosen among three: functions A,
B and C. Sepals would be produced under function A alone, petals produatitth
depends on both functions A and B, stamens on functioasdBC, whereas carpels
would result from function C alone.

Now, let us takethis idea seriously and ask if it is possible toderive a
consistent 3-variable logical modelachvariable corresponding tone function or
to one representative gene. As we will see, thinking in terms of functonalts
really proves here to be of great help. If we think of the four organs as stable states
of the system, we are led to the following propositions:

1) As products of genes And C arenever foundsimultaneously, we will
include a cross-inhibition between them, thus leading to a two-element
(minus*minus) positive circuit.

2) Products of genes And C should be able to maintain themselves at a
functional level, to give rise to sepaladcarpel, respectively. The easiest way to
build such maintenanagevice is bymeans of positive auto-regulationss., by
means of two one-element positive circuits.

3) We need a cooperative expression of functions A and B on the one hand, of B
and C on a other hand, producepetalsandcarpels, respectively. The easiest way
to obtain it is by mean of positive cross-regulatidmetweenthese two pairs of
genes, thus making two additional (plus*plus) positive circuits.
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4) Taking into account that maintenance of products A or C shnaveroccur
in the presence of eachther, but welleven inthe absence of B, we are led to
propose higher thresholds for the cross-activations.

In fact, it is thisreasoning whiched us tothe matrices of interaction and
thresholds presented in the section 3. Now, ifreggireall positive circuits to be
functional, we arded to the parametervaluesselected inthe same section Note
that, in addition to the four stable states corresponding tdifegentiatedstates, A
(100), AB (210), BC (012and C(001), wefound an additionastable stateP00,
which would correspond to the default state, i.e., to the absence of flower organ. For
sure, themodel derivedhere istoo simple.Indeed, ateasteleven regulatorgenes
have alreadybeen involved inthe differentiation of Arabidopsis flower organs.
However, adar asthe ABC model remainsoughly correct, more realistimodels
will probably include the corresponding feedback structure.

Note that the logicamethod camalso beused in amixed analytic-synthetic
way, for example to check, modify or complete logical models by comparing them
with partial kinetic data. Such mixexpproach could baseful for thederivation of
models from global gene expression studies.

6. Conclusions and perspectives

In this paper, we meant t@view the methodologyndthe formal toolsdeveloped
by our group toderive andanalyze dynamical models of regulatomgtworks.
Building on qualitative datathis approach can consequently generatdy a
gualitative dynamical description of tlverresponding regulatorgystem.However,
in many cases, such qualitative descriptonstitutesalready anmportant step in
the understanding of the complex regulatory networks involved.

Indeed, biological networksgsually involvelarge numbers oélementswhich
are interconnected in various ways. In the context of molecular genetics for example,
only small and specific concrete genaetworks havealready been thoroughly
analyzed(11, 17, 18, 26, 27, 33, 35However, the wholeggene network of an
organism ranges fromsome hundreds (bacteria) tdhousands (eukaryotes) of
regulatory genes. In addition, whéooking at globalcellular protein or mRNA
shapshots, theegulatory factorsare themselvesburied among still manymore
structural products.

In order to be able to disentangle gewdworks, onevould needexperimental
tools to distinguish systematicallyetween regulatonand structural products. In
this respect, oneould possibly use some of thgeneric properties of regulatory
factors, e.g., their affinity for DNA sequences or for other proteins, oprédsence

8 See (12) for the presentation and the analysis of a model taking into account the genetic
data available.
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of typical domains (HTH, Zn-fingers). laddition, onemight look for statistical

tools enabling the uncovering of correlation in the expression of clusters of genes,
leading to a reduction ahhe number of variables to be takemo account (4).
Finally, efficient integration of regulatorgata,e.g., in the context ofledicated
interactive databases, could also constitutes an impdetetot in order tocombine

the most accurate regulatory data with a synthetic modeling approach (7).

Probably, all thesapproachesandtools will have to beusedsimultaneously.
At this stage, the remaining amount of work todememight look titanic.Indeed,
we are still very far from being able tterivewhole cell regulatory structurésom
global gene expression data. However,gudwith an optimistic note, wavould
like to mention here twoecentresults which together suggest that the complexity
faced could be lower than expected.

The first result comes from a preliminary analysisEof coli transcriptional
regulatory network (29). As aboutcmiarter ofthis network isalready characterized,
one canget somedea ofits topology. On the basis of axtensivedatabase and
literature review, a matrix for transcriptional regulatiorftircoli has been build and
some striking structural properties have been found. First, the connectivity (i.e., the
number of regulations per gene) is rather low, lysoghewhere betweenghd 3 in
the case ofthe networkformed by all known transcriptionategulating/regulated
genes. Second, only one-element feedback circuits were found, involving as much as
the half ofE. coliregulatory genes.

On the otherhand, the analysis ofBoolean networks, including logical
parameters as defined above, led to another interastiudt: whencompared to the
gigantic number of possible consistgratrametecombinations, the proportion of
combinations allowing a circuit of a given length to be functional feasd to
decrease drastically as the number of element increases (30).

Both resultstend to acommon interpretation: when looking at the level of

whole cell gene networks, the regulatory structaesprobablyreducible tomany

small and weakly interconnected regulatory modules, rather than forming intertwined
networks. In fact, such an interpretation is certainly consistent with the astonishing
productivity of the reductionist approach in molecular genetics. Indeed, if one can so
easily isolate mutants for sonspecific functionwithout affecting irremediably
most of the physiological properties of the organism, it means that pghaserties

are controlled by independent regulatory pathways.
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